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#### Abstract

Let $X_{1}, X_{2}, \ldots, X_{q}$ be a system of real smooth vector fields satisfying Hörmander's rank condition in a bounded domain $\Omega$ of $\mathbb{R}^{n}$. Let $A=\left\{a_{i j}(t, x)\right\}_{i, j=1}^{q}$ be a symmetric, uniformly positive definite matrix of real functions defined in a domain $U \subset \mathbb{R} \times \Omega$. For operators of kind $$
H=\partial_{t}-\sum_{i, j=1}^{q} a_{i j}(t, x) X_{i} X_{j}-\sum_{i=1}^{q} b_{i}(t, x) X_{i}-c(t, x)
$$ we prove local a-priori estimates of Schauder-type, in the natural (parabolic) $C^{k, \alpha}(U)$ spaces defined by the vector fields $X_{i}$ and the distance induced by them. Namely, for $a_{i j}, b_{i}, c \in C^{k, \alpha}(U)$ and $U^{\prime} \Subset U$, we prove $$
\|u\|_{C^{k+2, \alpha}\left(U^{\prime}\right)} \leqslant c\left\{\|H u\|_{C^{k, \alpha}(U)}+\|u\|_{L^{\infty}(U)}\right\} .
$$ © 2006 Elsevier Inc. All rights reserved. Keywords: Hörmander's operators; A-priori estimates; Hölder spaces; Singular integrals
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## 1. Introduction

Let $\Omega$ be a bounded domain of $\mathbb{R}^{n}$, and let $X_{1}, X_{2}, \ldots, X_{q}$ be a system of smooth real vector fields satisfying Hörmander's rank condition in $\Omega$. In this setting, "sum of squares" operators

$$
\sum_{i=1}^{q} X_{i}^{2}
$$

or their "parabolic" analog

$$
\begin{equation*}
\partial_{t}-\sum_{i=1}^{q} X_{i}^{2} \tag{1.1}
\end{equation*}
$$

have been widely studied since Hörmander's famous paper [20]: these operators are hypoelliptic, and share with elliptic and parabolic operators several deep analogies. In recent years, nondivergence operators modeled on the above classes, namely,

$$
\begin{align*}
L & =\sum_{i, j=1}^{q} a_{i j}(x) X_{i} X_{j} \quad \text { or }  \tag{1.2}\\
H & =\partial_{t}-\sum_{i, j=1}^{q} a_{i j}(t, x) X_{i} X_{j} \tag{1.3}
\end{align*}
$$

have also been studied, assuming that $A=\left\{a_{i j}\right\}_{i, j=1}^{q}$ is a symmetric, uniformly positive definite matrix of real functions defined in $\Omega$ (in case (1.2)) or in a bounded domain $U \subset \mathbb{R} \times \Omega$ (in case (1.3)), and $\lambda>0$ is a constant such that

$$
\begin{equation*}
\lambda^{-1}|\xi|^{2} \leqslant \sum_{i, j=1}^{q} a_{i j} \xi_{i} \xi_{j} \leqslant \lambda|\xi|^{2} \quad \text { for every } \xi \in \mathbb{R}^{q} \tag{1.4}
\end{equation*}
$$

uniformly in $\Omega$ or $U$ (see [2] for (1.3) and [6] and references therein for (1.2)). These classes of operators naturally arise in some problems related to geometry in several complex variables (see [27] and references therein) as well as in some models of human vision (see [14] and references therein); moreover, these operators realize a framework where a suitable theory of nonlinear equations modeled on Hörmander's vector fields can be settled.

A system of Hörmander vector fields can be thought as the natural substitute of the "Cartesian" derivatives $\partial_{x_{i}}$, in the study of degenerate equations like (1.2) or (1.3). Moreover, it induces a "Carnot-Carathéodory distance," which is (locally) doubling with respect to the Lebesgue measure. These facts allow to define several function spaces shaped on the vector fields, such as Hölder spaces, Sobolev spaces, $B M O, V M O$, etc. It is then natural to use these spaces to express the required regularity of the coefficients $a_{i j}$. Clearly, as soon as the coefficients $a_{i j}$ are not $C^{\infty}$, the corresponding operator (1.2) or (1.3) is no longer hypoelliptic, and no result can be drawn on it from the classical theory of Hörmander's sums of squares. Nevertheless, many classical results about elliptic and parabolic operators, which do not require, in principle, high regularity
of the coefficients, when properly reformulated in the language of vector fields, look like desirable properties of these operators, and reasonable-although nontrivial conjectures. Two typical instances of this situation are (local) $L^{p}$ estimates and $C^{\alpha}$ estimates on the "second order" derivatives $X_{i} X_{j} u$. In [5,6] we have proved $L^{p}$ estimates of this kind for operators of type (1.2) or some more general classes, assuming the coefficients $a_{i j}$ in the space $V M O$, extending the classical results of Rothschild and Stein [29] for Hörmander's sum of squares. In this paper, we prove local $C^{\alpha}$ estimates of Schauder type for an operator (1.3). Our main result is the following (all symbols will be defined in the following sections).

Theorem 1.1. Let $\Omega$ be a bounded domain of $\mathbb{R}^{n}$, and let $X_{1}, X_{2}, \ldots, X_{q}$ be a system of smooth real vector fields defined in a neighborhood $\Omega_{0}$ of $\Omega$ and satisfying Hörmander's rank condition in $\Omega_{\mathrm{o}}$. Let $U$ be a bounded domain of $\mathbb{R}^{n+1}, U \subset \mathbb{R} \times \Omega$; let $A=\left\{a_{i j}(t, x)\right\}_{i, j=1}^{q}$ be a symmetric, uniformly positive definite matrix of real functions defined in $U$, and $\lambda>0$ a constant such that (1.4) holds in $U$. Assume $a_{i j}, b_{i}, c \in C^{k, \alpha}(U)$ for some integer $k \geqslant 0$ and some $\alpha \in(0,1)$. Let

$$
\begin{equation*}
H=\partial_{t}-\sum_{i, j=1}^{q} a_{i j}(t, x) X_{i} X_{j}-\sum_{i=1}^{q} b_{i}(t, x) X_{i}-c(t, x) \tag{1.5}
\end{equation*}
$$

Then, for every domain $U^{\prime} \Subset U$ there exists a constant $c>0$ depending on $U, U^{\prime},\left\{X_{i}\right\}, \alpha, k$, $\lambda$ and the $C^{k, \alpha}$ norms of the coefficients such that for every $u \in C_{\mathrm{loc}}^{k+2, \alpha}(U)$ with $H u \in C^{k, \alpha}(U)$ one has

$$
\|u\|_{C^{k+2, \alpha}\left(U^{\prime}\right)} \leqslant c\left\{\|H u\|_{C^{k, \alpha}(U)}+\|u\|_{L^{\infty}(U)}\right\} .
$$

Analogous Schauder estimates for stationary operators (1.2) obviously follow from the above theorem, as a particular case.

Let us briefly compare our result with the existing literature. In [33], Xu states local estimates of Schauder type for operators of type (1.2), under an additional assumption on the structure of the Lie algebra generated by the $X_{i}$ 's. In [12], Capogna and Han prove "pointwise Schauder estimates" (in the spirit of Caffarelli's work [9] on fully nonlinear equations) for equations of type (1.2) in Carnot groups. In [26], Montanari proves local Schauder estimates for a particular class of operators of type (1.3), namely, tangential operators on CR manifolds, where the vector fields are allowed to be nonsmooth (namely, $C^{1, \alpha}$ ).

The main feature of the present paper, besides the "evolutionary" case it covers, is that our theory applies to any system of Hörmander vector fields.

The general strategy we use (described in detail in Section 5) is similar to that we have followed in [6,7]. A basic role is played by $C^{\alpha}$ continuity of singular and fractional integrals on spaces of homogeneous type (in the sense of Coifman and Weiss [15]), coupled with the machinery introduced in [29] and adapted to nondivergence form of operators in [6]. These results about $C^{\alpha}$ continuity of singular and fractional integrals are proved in Theorems 2.7 and 2.11 and can be of independent interest. Again, the main feature of these results, compared with the existing literature, is their generality, which makes them suitable for application to the context of general Hörmander's vector fields.

Once we have proved Theorem 1.1, a more subtle question poses, namely the possibility of using the above a-priori estimates to show that, whenever a function $u \in C_{\text {loc }}^{2, \alpha}(U)$ solves $H u=f$ in $U$ with $C^{k, \alpha}(U)$ coefficients and data, then actually $u \in C_{\mathrm{loc}}^{k+2, \alpha}(U)$. This natural regularization
result follows from the a-priori estimates as soon as one can solve the classical Dirichlet problem, for operators of kind (1.5) but with smooth coefficients, provided a good mollification technique, suited to this context, is available. Solvability of the Dirichlet problem is a classical result, due to Bony [3], while in Section 11 we will construct a family of mollifiers adapted to our context. This construction, which can be of independent interest, makes use of the existence and properties of the "heat kernel" for the model operator (1.1), and also of the abstract theory of singular integrals developed in Section 2. The desired regularization result is proved in Theorem 11.5. For technical difficulties, our technique allows to prove this result only for even $k$.

A first application of the theory contained in this paper is the following. In [8], Bramanti et al. prove that operators of type (1.3) possess a fundamental solution, which satisfies sharp Gaussian estimates. The "Schauder theory" developed in this paper allows to show that this fundamental solution has a finite $C^{2, \alpha}$ norm, in any bounded domain excluding the pole, depending only on the vector fields, the $C^{\alpha}$ norms of the coefficients, and the ellipticity constant $\lambda$. This fact will be proved in [8].

Plan of the paper. In Section 2 we prove some abstract results about the action of singular and fractional integrals on spaces of homogeneous type. The next two sections are of preliminary nature: in Section 3 we prove some properties of the "parabolic Carnot-Carathéodory distance" induced by the vector fields, which will allow to apply the abstract theory of Section 2 to our setting, while in Section 4 we collect some properties of parabolic Hölder spaces $C^{\alpha}$ and $C^{k, \alpha}$ induced by Hörmander's vector fields. In Section 5 we state precisely our main results and illustrate the general strategy of the proof: our basic result, that is the $C^{2, \alpha}$ estimate for an operator without lower order terms, will be proved in three steps, which are briefly explained in Section 5. These three steps constitute Sections $6,7,8$, respectively. The basic result is then extended to higher order derivatives in Section 9, and to operators with lower order terms in Section 10. The construction of a family of mollifiers which allow to control $C^{k, \alpha}$-norms, and the proof of regularity results, are performed in Section 11. Finally, Appendix A collects some notation and known results which are employed throughout the paper, and should be known to any reader who is familiar with the two classical papers [16,29].

## 2. Singular integrals on spaces of homogeneous type and continuity on Hölder spaces

Let $X$ be a set. A function $d: X \times X \rightarrow \mathbb{R}$ is called a quasidistance on $X$ if there exists a constant $c_{d} \geqslant 1$ such that for any $x, y, z \in X$ :

$$
\begin{gather*}
d(x, y) \geqslant 0 \quad \text { and } \quad d(x, y)=0 \quad \Longleftrightarrow \quad x=y ; \\
d(x, y)=d(y, x) ; \\
d(x, y) \leqslant c_{d}(d(x, z)+d(z, y)) . \tag{2.1}
\end{gather*}
$$

We will say that two quasidistances $d, d^{\prime}$ on $X$ are equivalent, and we will write $d \simeq d^{\prime}$, if there exist two positive constants $c_{1}, c_{2}$ such that $c_{1} d^{\prime}(x, y) \leqslant d(x, y) \leqslant c_{2} d^{\prime}(x, y)$ for any $x, y \in X$.

For $r>0$, let $B_{r}(x)=\{y \in X: d(x, y)<r\}$. These "balls" satisfy the axioms of a complete system of neighborhoods in $X$, and therefore induce a (separated) topology. With respect to this topology, the balls $B_{r}(x)$ need not be open. We will explicitly exclude the above kind of pathology.

Definition 2.1. Let $(X, d)$ be a set endowed with a quasidistance $d$ such that the $d$-balls are open with respect to the topology induced by $d$, and let $\mu$ be a positive Borel measure on $X$ satisfying the doubling condition: there exists a positive constant $c_{\mu}$ such that

$$
\begin{equation*}
\mu\left(B_{2 r}(x)\right) \leqslant c_{\mu} \cdot \mu\left(B_{r}(x)\right) \quad \text { for any } x \in X, r>0 \tag{2.2}
\end{equation*}
$$

Then $(X, d, \mu)$ is called a space of homogeneous type.
To simplify notation, the measure $d \mu(x)$ will be denoted simply by $d x$, and $\mu(A)$ will be written $|A|$. We will also set

$$
B(x ; y)=B_{d(x, y)}(x)
$$

Definition 2.2 (Hölder spaces). For any $\alpha>0, u: X \rightarrow \mathbb{R}$, let:

$$
\begin{gathered}
|u|_{C^{\alpha}(X)}=\sup \left\{\frac{|u(x)-u(y)|}{d(x, y)^{\alpha}}: x, y \in X, x \neq y\right\} \\
\|u\|_{C^{\alpha}(X)}=|u|_{C^{\alpha}(X)}+\|u\|_{L^{\infty}(X)} \\
C^{\alpha}(X)=\left\{u: X \rightarrow \mathbb{R}:\|u\|_{C^{\alpha}(X)}<\infty\right\}
\end{gathered}
$$

Also, we denote by $C_{0}^{\alpha}(X)$ the subspace of boundedly supported $C^{\alpha}(X)$ functions.
A basic result proved by Macías and Segovia (see [24, Theorem 2]) states.
Proposition 2.3. Let $d$ be any quasidistance on a set $X$. Then there exists another quasidistance $d^{\prime}$ on $X$, equivalent to $d$, a constant $c>0$ and an exponent $\alpha_{0} \in(0,1]$ such that for every $r>0, x, y, z \in X$ with $d^{\prime}(x, z)<r, d^{\prime}(y, z)<r$,

$$
\begin{equation*}
\left|d^{\prime}(x, z)-d^{\prime}(y, z)\right| \leqslant c d^{\prime}(x, y)^{\alpha_{0}} r{ }^{1-\alpha_{0}} \tag{2.3}
\end{equation*}
$$

Remark 2.4. This proposition says that the function $x \mapsto d^{\prime}(x, z)$ (for $z$ fixed) is locally Hölder continuous (with respect to $d^{\prime}$ and therefore also to $d$ ). This allows to prove, under reasonable assumptions on the measure $\mu$ (for instance, if $\mu$ is a Radon measure) that on the space of homogeneous type $(X, d, \mu), C_{0}^{\alpha}(X)$ is dense in $L^{p}(X)$ for any $p \in[1, \infty)$ and any $\alpha \leqslant \alpha_{0}$ (with $\alpha_{0}$ as in (2.3)). In particular, if $d$ is (equivalent to) a distance, then $\alpha_{0}=1$ in (2.3). So, in a general space of homogeneous type, Hölder spaces are always interesting spaces for $\alpha$ small enough. On the opposite side, we cannot say, in general, that for $\alpha$ large enough the space $C^{\alpha}(X)$ is reduced to constant functions; this will be the case in our application to Carnot-Carathéodory distance, due to the presence of a suitable "gradient" related to the distance.

Definition 2.5. Let $(X, d, d x)$ be a space of homogeneous type.
We will say that a measurable function $k(x, y): X \times X \rightarrow \mathbb{R}$ is a standard kernel on $X$ if $k$ satisfies the following properties:

$$
\begin{equation*}
|k(x, y)| \leqslant \frac{c}{|B(x ; y)|} \quad \text { for any } x, y \in X \tag{2.4}
\end{equation*}
$$

("growth estimate");

$$
\begin{equation*}
\left|k(x, y)-k\left(x_{0}, y\right)\right| \leqslant \frac{c}{\left|B\left(x_{0} ; y\right)\right|}\left(\frac{d\left(x_{0}, x\right)}{d\left(x_{0}, y\right)}\right)^{\beta} \tag{2.5}
\end{equation*}
$$

for any $x_{0}, x, y \in X$, with $d\left(x_{0}, y\right) \geqslant M d\left(x_{0}, x\right), M>1, c, \beta>0$ ("mean value inequality").
Remark 2.6. Condition (2.4) and the doubling condition immediately imply that for any fixed $c_{1}, c_{2}>0$,

$$
\begin{equation*}
\int_{c_{1} r<d(x, y)<c_{2} r}|k(x, y)| d y \leqslant c \tag{2.6}
\end{equation*}
$$

for any $r>0$, with $c$ independent of $r$.
Note also that, if condition (2.5) holds for some $M_{0}>1$, then it holds for any $M \geqslant M_{0}$. We can assume $M$ large enough, so that the condition $d\left(x_{0}, y\right) \geqslant M d\left(x_{0}, x\right)$ implies that $d\left(x_{0}, y\right) \simeq d(x, y)$. We will use systematically this equivalence. Moreover, just not to use one more constant, we will assume that this "large" value of $M$ is 2 . This means to assume that the constant $c_{d}$ in (2.1) is $<2$. The reader will excuse this little abuse of notation.

Theorem 2.7. Let $(X, d, d x)$ be a bounded space of homogeneous type, and let $k(x, y)$ be a standard kernel. Let

$$
\begin{equation*}
K_{\varepsilon} f(x)=\int_{d^{\prime}(x, y)>\varepsilon} k(x, y) f(y) d y \tag{2.7}
\end{equation*}
$$

where $d^{\prime}$ is any quasidistance on $X$, equivalent to $d$, and fixed once and for all. Assume that for every $f \in C^{\alpha}(X)$ and $x \in X$ the following limit exists:

$$
K f(x)=P V \int_{X} k(x, y) f(y) d y=\lim _{\varepsilon \rightarrow 0} K_{\varepsilon} f(x)
$$

Also, assume that:

$$
\begin{equation*}
\left|\int_{d^{\prime}(x, y)>r} k(x, y) d y\right| \leqslant c_{K} \tag{2.8}
\end{equation*}
$$

for any $r>0$ (with $c_{K}$ independent of $r$ ) and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left|\int_{d^{\prime}(x, y)>\varepsilon} k(x, y) d y-\int_{d^{\prime}\left(x_{0}, y\right)>\varepsilon} k\left(x_{0}, y\right) d y\right| \leqslant c_{K} d\left(x, x_{0}\right)^{\gamma} \tag{2.9}
\end{equation*}
$$

for some $\gamma \in(0,1]$, where $d^{\prime}$ is the same quasidistance appearing in (2.7). Then the operator $K$ is continuous on $C^{\alpha}(X)$; more precisely:

$$
\begin{equation*}
|K f|_{C^{\alpha}(X)} \leqslant c_{K}\|f\|_{C^{\alpha}(X)} \quad \text { for every } \alpha \leqslant \gamma, \alpha<\beta \tag{2.10}
\end{equation*}
$$

where $\gamma$ is the number in (2.9) and $\beta$ is the number in (2.5). Moreover,

$$
\begin{equation*}
\|K f\|_{\infty} \leqslant c_{K, R, \alpha}\|f\|_{\alpha}, \quad \text { where } R=\operatorname{diam} X \tag{2.11}
\end{equation*}
$$

Remark 2.8. The fact that classical singular integrals "with variable kernels" (those arising in the study of linear elliptic equations) preserve Hölder spaces was already proved by Calderón and Zygmund in [10, Theorem 2, p. 909]. In the context of "homogeneous spaces with gauge," continuity of singular integrals on Hölder spaces was proved by Korányi and Vági [21]; this result has also been applied by Folland [16], in the context of homogeneous groups. These results are particular cases of the previous proposition, while the lack of any kind of homogeneity in the space is the main feature of our result. It is worthwhile to mention that the boundedness of the space $X$ is necessary only for (2.11).

Remark 2.9 (On the role of different quasidistances). Here we want to clarify the role of the two, possibly different, quasidistances $d, d^{\prime}$. In some applications of the abstract theory of singular integrals on spaces of homogeneous type (included the present application to the proof of Schauder estimates), it is useful to switch from one quasidistance to another one, having different good properties. In particular, in the definition of principal value of a singular integral, the small region around the pole which is removed and shrinked needs not to be a ball with respect to the original quasidistance. Also, it is worthwhile to note that properties (2.4), (2.5) are preserved replacing the quasidistance with an equivalent one; the same is true for (2.8), provided also (2.4) is assumed (therefore, in (2.8) the presence of $d^{\prime}$ instead of $d$ is not relevant, but only written for consistence with (2.7)); on the other hand, property (2.9) is not obviously preserved replacing the quasidistance with an equivalent one. Therefore, the possibility of choosing in (2.9) and (2.7) a suitable quasidistance $d^{\prime}$, possibly different from $d$, will be crucial to check these assumptions in our context of Hörmander vector fields.

In the proof of the above proposition we need the following lemma, that can be proved by a standard computation (see [7, Lemma 2.8]).

Lemma 2.10. Let $X$ be any space of homogeneous type. Then
(a) $\quad \int_{d(x, y)<r} \frac{d(x, y)^{\beta}}{|B(x ; y)|} d y \leqslant c r^{\beta} \quad$ for any $\beta>0$;
(b) $\int_{d(x, y)>r} \frac{d(x, y)^{-\beta}}{|B(x ; y)|} d y \leqslant c r^{-\beta} \quad$ for any $\beta>0$.

Proof of Theorem 2.7. To prove (2.10), let us write

$$
\begin{aligned}
K f(x)-K f\left(x_{0}\right)= & \left\{\int_{X} k(x, y)[f(y)-f(x)] d y-\int_{X} k\left(x_{0}, y\right)\left[f(y)-f\left(x_{0}\right)\right] d y\right\} \\
& +\lim _{\varepsilon \rightarrow 0}\left\{f(x) \int_{d^{\prime}(x, y)>\varepsilon} k(x, y) d y-f\left(x_{0}\right) \int_{d^{\prime}\left(x_{0}, y\right)>\varepsilon} k\left(x_{0}, y\right) d y\right\} \\
\equiv & A+B,
\end{aligned}
$$

$$
\begin{aligned}
A= & \left\{\int_{d\left(x_{0}, y\right) \geqslant 2 d\left(x_{0}, x\right)}\left\{k(x, y)[f(y)-f(x)]-k\left(x_{0}, y\right)\left[f(y)-f\left(x_{0}\right)\right]\right\} d y\right\} \\
& +\left\{\int_{d\left(x_{0}, y\right)<2 d\left(x_{0}, x\right)}\left\{k(x, y)[f(y)-f(x)]-k\left(x_{0}, y\right)\left[f(y)-f\left(x_{0}\right)\right]\right\} d y\right\} \\
\equiv & A_{1}+A_{2}, \\
A_{1}= & \int_{d\left(x_{0}, y\right) \geqslant 2 d\left(x_{0}, x\right)}\left\{\left[k(x, y)-k\left(x_{0}, y\right)\right]\left[f(y)-f\left(x_{0}\right)\right]\right\} d y \\
& +\left[f\left(x_{0}\right)-f(x)\right] \int_{d\left(x_{0}, y\right) \geqslant 2 d\left(x_{0}, x\right)} k(x, y) d y \\
\equiv & A_{11}+A_{12}, \quad
\end{aligned}
$$

$$
\left|A_{11}\right| \leqslant \int_{d\left(x_{0}, y\right) \geqslant 2 d\left(x_{0}, x\right)} \frac{c}{\left|B\left(x_{0} ; y\right)\right|}\left(\frac{d\left(x_{0}, x\right)}{d\left(x_{0}, y\right)}\right)^{\beta}|f|_{\alpha} d\left(x_{0}, y\right)^{\alpha} d y
$$

$$
=c|f|_{\alpha} d\left(x_{0}, x\right)^{\beta} \int_{d\left(x_{0}, y\right) \geqslant 2 d\left(x_{0}, x\right)} \frac{1}{\left|B\left(x_{0} ; y\right)\right| d\left(x_{0}, y\right)^{\beta-\alpha}} d y
$$

$$
\leqslant c|f|_{\alpha} d\left(x_{0}, x\right)^{\beta} d\left(x_{0}, x\right)^{\alpha-\beta}=c|f|_{\alpha} d\left(x_{0}, x\right)^{\alpha} \quad \text { if } \alpha<\beta \text { (by Lemma 2.10(b)). }
$$

As to the second term,

$$
\left|A_{12}\right| \leqslant\left.|f|_{\alpha} d\left(x_{0}, x\right)^{\alpha}\right|_{d\left(x_{0}, y\right) \geqslant 2 d\left(x_{0}, x\right)} k(x, y) d y \mid
$$

By Remark 2.6, $d\left(x_{0}, y\right) \geqslant 2 d\left(x_{0}, x\right) \Rightarrow d(x, y) \geqslant c d\left(x_{0}, x\right)$ for some $c>0$. Then

$$
\int_{d\left(x_{0}, y\right) \geqslant 2 d\left(x_{0}, x\right)} k(x, y) d y=\int_{d(x, y) \geqslant c d\left(x_{0}, x\right)} k(x, y) d y-\int_{\substack{d\left(x_{0}, y\right)<2 d\left(x_{0}, x\right) \\ d(x, y) \geqslant c d\left(x_{0}, x\right)}} k(x, y) d y
$$

and, by (2.8) and (2.6),

$$
\begin{aligned}
\left|A_{12}\right| & \leqslant|f|_{\alpha} d\left(x_{0}, x\right)^{\alpha}\left\{\left|\int_{d(x, y) \geqslant c d\left(x_{0}, x\right)} k(x, y) d y\right|+\int_{d\left(x_{0}, y\right)<2 d\left(x_{0}, x\right), d(x, y) \geqslant c d\left(x_{0}, x\right)}|k(x, y)| d y\right\} \\
& \leqslant|f|_{\alpha} d\left(x_{0}, x\right)^{\alpha}\left\{c_{K}+\int_{c d\left(x_{0}, x\right) \leqslant d(x, y) \leqslant c_{1} d\left(x_{0}, x\right)}|k(x, y)| d y\right\} \\
& \leqslant c_{K}|f|_{\alpha} d\left(x_{0}, x\right)^{\alpha},
\end{aligned}
$$

$$
\left|A_{2}\right| \leqslant \int_{d\left(x_{0}, y\right)<2 d\left(x_{0}, x\right)}|k(x, y)||f(y)-f(x)| d y+\int_{d\left(x_{0}, y\right)<2 d\left(x_{0}, x\right)}\left|k\left(x_{0}, y\right)\right|\left|f(y)-f\left(x_{0}\right)\right| d y
$$

since $d\left(x_{0}, y\right)<2 d\left(x_{0}, x\right) \Rightarrow d(x, y)<c d\left(x_{0}, x\right)$

$$
\begin{aligned}
& \leqslant \int_{d(x, y)<c d\left(x_{0}, x\right)}|k(x, y)||f(y)-f(x)| d y+\int_{d\left(x_{0}, y\right)<2 d\left(x_{0}, x\right)}\left|k\left(x_{0}, y\right)\right|\left|f(y)-f\left(x_{0}\right)\right| d y \\
& \equiv A_{21}+A_{22}
\end{aligned}
$$

$$
\begin{aligned}
\left|A_{21}\right| & \leqslant c_{K}|f|_{\alpha} \int_{d(x, y)<c d\left(x_{0}, x\right)} \frac{d(x, y)^{\alpha}}{|B(x ; y)|} d y \\
& \leqslant c_{K}|f|_{\alpha} d\left(x, x_{0}\right)^{\alpha} \quad(\text { by Lemma 2.10(a)) }
\end{aligned}
$$

Analogously,

$$
\left|A_{22}\right| \leqslant c_{K}|f|_{\alpha} d\left(x, x_{0}\right)^{\alpha}
$$

We have therefore proved that

$$
|A| \leqslant c_{K}|f|_{\alpha} d\left(x, x_{0}\right)^{\alpha}
$$

Let us come to $B$ :

$$
\begin{aligned}
& B= \lim _{\varepsilon \rightarrow 0}\left\{f(x) \int_{d^{\prime}(x, y)>\varepsilon} k(x, y) d y-f\left(x_{0}\right) \int_{d^{\prime}\left(x_{0}, y\right)>\varepsilon} k\left(x_{0}, y\right) d y\right\} \\
&= {\left[f(x)-f\left(x_{0}\right)\right] \lim _{\varepsilon \rightarrow 0} \int_{d^{\prime}(x, y)>\varepsilon} k(x, y) d y } \\
&+f\left(x_{0}\right) \lim _{\varepsilon \rightarrow 0}\left\{\int_{d^{\prime}(x, y)>\varepsilon} k(x, y) d y-\int_{d^{\prime}\left(x_{0}, y\right)>\varepsilon} k\left(x_{0}, y\right) d y\right\} \equiv B_{1}+B_{2}, \\
&\left|B_{1}\right| \leqslant\left.|f|_{\alpha} d\left(x, x_{0}\right)^{\alpha} \sup _{\varepsilon>0} \int_{d^{\prime}(x, y)>\varepsilon} k(x, y) d y\left|\leqslant c_{K}\right| f\right|_{\alpha} d\left(x, x_{0}\right)^{\alpha} \quad(\text { by }(2.8)) .
\end{aligned}
$$

Moreover, by (2.9), we can conclude

$$
|B| \leqslant c_{K}|f|_{\alpha} d\left(x, x_{0}\right)^{\alpha}+c_{K}\|f\|_{\infty} d\left(x, x_{0}\right)^{\gamma}
$$

This ends the proof of (2.10).
To prove (2.11), let us write

$$
K f(x)=\int_{X} k(x, y)[f(y)-f(x)] d y+f(x) \lim _{\varepsilon \rightarrow 0} \int_{d(x, y)>\varepsilon} k(x, y) d y=A+B
$$

$$
\begin{aligned}
|A| & \leqslant c_{K}|f|_{\alpha} \int_{X} \frac{d(x, y)^{\alpha}}{|B(x ; y)|} d y \\
& \leqslant c_{K}|f|_{\alpha} \int_{d(x, y) \leqslant R} \frac{d(x, y)^{\alpha}}{|B(x ; y)|} d y \quad \text { for some fixed } R>0, \text { since the space is bounded } \\
& \leqslant c_{K}|f|_{\alpha} R^{\alpha} \quad(\text { by Lemma } 2.10(\mathrm{a})), \\
|B| & \leqslant\left.\|f\|_{\infty} \sup _{\varepsilon>0}\right|_{d^{\prime}(x, y)>\varepsilon} k(x, y) d y \mid \leqslant c_{K}\|f\|_{\infty}
\end{aligned}
$$

and this concludes the proof.
The next theorem provides a result of $C^{\alpha}$ continuity for fractional integrals.
Theorem 2.11. Let $(X, d, d x)$ be a bounded space of homogeneous type, and assume that $X$ does not contain atoms (that is, points of positive measure). Let $k_{\delta}(x, y)$ be a "fractional integral kernel," that is,

$$
\begin{equation*}
0 \leqslant k_{\delta}(x, y) \leqslant \frac{c d(x, y)^{\delta}}{|B(x ; y)|} \tag{2.12}
\end{equation*}
$$

for any $x, y \in X$, some $c, \delta>0$;

$$
\begin{equation*}
\left|k_{\delta}(x, y)-k_{\delta}\left(x_{0}, y\right)\right| \leqslant \frac{c d\left(x_{0}, y\right)^{\delta}}{\left|B\left(x_{0} ; y\right)\right|}\left(\frac{d\left(x_{0}, x\right)}{d\left(x_{0}, y\right)}\right)^{\beta} \tag{2.13}
\end{equation*}
$$

for any $x_{0}, x, y \in X$, with $d\left(x_{0}, y\right) \geqslant 2 d\left(x_{0}, x\right)$, some $c, \beta>0$ ("mean value inequality"). Then the operator

$$
I_{\delta} f(x)=\int_{X} k_{\delta}(x, y) f(y) d y
$$

is continuous on $C^{\alpha}(X)$ for any $\alpha<\min (\beta, \delta)$.
Remark 2.12. If the space $X$ contains atoms, the definition of $I_{\delta}$ has to be modified as

$$
I_{\delta} f(x)=\int_{X \backslash\{x\}} k_{\delta}(x, y) f(y) d y,
$$

in order to assure the convergence of the integral; we want to avoid these technicalities. Fractional integrals on spaces of homogeneous type have been extensively studied by Gatto and Vági, see [17,18]; see also [19] and references therein. However, our result is not comparable with theirs because, on one side, they make the extra assumption of normality of the space, while, on the other side, they do not require boundedness of $X$. Moreover, our result is not sharp: one should expect $I_{\delta}$ to map $C^{\alpha}$ in $C^{\alpha+\delta}$; here we have limited ourselves to prove, in the shortest way, the result which we need for subsequent applications to Schauder estimates.

Proof of Theorem 2.11. Let $R$ be the diameter of $X$. We will check that $k_{\delta}$ satisfies assumptions (2.4), (2.5), (2.8), and (2.9); then the result will follow by Theorem 2.7. Namely, property (2.12) implies (2.4) with the constant $c$ replaced by $c R^{\delta}$; analogously, property (2.13) implies (2.5), with the same exponent $\beta$. By Lemma 2.10(a)

$$
\left|\int_{d^{\prime}(x, y)>\delta} k_{\delta}(x, y) d y\right| \leqslant c \int_{d(x, y)<R} \frac{d(x, y)^{\delta}}{|B(x ; y)|} d y \leqslant c R^{\delta}
$$

hence (2.8) holds. Finally, to prove (2.9), we start by noting that in this case

$$
\lim _{\varepsilon \rightarrow 0}\left|\int_{d^{\prime}(x, y)>\varepsilon} k_{\delta}(x, y) d y-\int_{d^{\prime}\left(x_{0}, y\right)>\varepsilon} k_{\delta}\left(x_{0}, y\right) d y\right|=\left|\int_{X} k_{\delta}(x, y) d y-\int_{X} k_{\delta}\left(x_{0}, y\right) d y\right|
$$

because, by (2.12), the integral of $k_{\delta}(x, \cdot)$ is convergent, hence

$$
\int_{d^{\prime}(x, y) \leqslant \varepsilon} k_{\delta}(x, y) d y \rightarrow 0 \quad \text { for } \varepsilon \rightarrow 0
$$

since $X$ has no atoms. By (2.12), (2.13) and Lemma 2.10,

$$
\begin{aligned}
& \left|\int_{X} k_{\delta}(x, y) d y-\int_{X} k_{\delta}\left(x_{0}, y\right) d y\right| \\
& \leqslant \int_{d\left(x_{0}, y\right)>2 d\left(x_{0}, x\right)}\left|k_{\delta}(x, y)-k_{\delta}\left(x_{0}, y\right)\right| d y+\int_{d\left(x_{0}, y\right) \leqslant 2 d\left(x_{0}, x\right)}\left|k_{\delta}(x, y)-k_{\delta}\left(x_{0}, y\right)\right| d y \\
& \leqslant c d\left(x_{0}, x\right)^{\beta} \int_{d\left(x_{0}, y\right)>2 d\left(x_{0}, x\right)} \frac{d y}{\left|B\left(x_{0} ; y\right)\right| d\left(x_{0}, y\right)^{\beta-\delta}} \\
& \quad+c \int_{d(x, y) \leqslant c d\left(x_{0}, x\right)} \frac{d(x, y)^{\delta}}{|B(x ; y)|} d y+c \int_{d\left(x_{0}, y\right) \leqslant 2 d\left(x_{0}, x\right)} \frac{d\left(x_{0}, y\right)^{\delta}}{\left|B\left(x_{0} ; y\right)\right|} \equiv I .
\end{aligned}
$$

Now,

$$
\begin{aligned}
I & \leqslant c d\left(x_{0}, x\right)^{\beta} \cdot d\left(x_{0}, x\right)^{\delta-\beta}+c d\left(x_{0}, x\right)^{\delta} \leqslant c d\left(x_{0}, x\right)^{\delta} \quad \text { if } \beta>\delta \\
I & \leqslant c d\left(x_{0}, x\right)^{\beta} \int_{d\left(x_{0}, y\right)<R} \frac{d\left(x_{0}, y\right)^{\delta-\beta}}{\left|B\left(x_{0} ; y\right)\right|} d y+c d\left(x_{0}, x\right)^{\delta} \\
& \leqslant c d\left(x_{0}, x\right)^{\beta} R^{\delta-\beta}+c d\left(x_{0}, x\right)^{\delta} \leqslant c d\left(x_{0}, x\right)^{\beta} R^{\delta-\beta} \quad \text { if } \beta<\delta
\end{aligned}
$$

since we can assume $d\left(x_{0}, x\right)<R$; finally, if $\beta=\delta$,

$$
\begin{aligned}
I & \leqslant c d\left(x_{0}, x\right)^{\beta} \int_{d\left(x_{0}, y\right)>2 d\left(x_{0}, x\right)} \frac{1}{\left|B\left(x_{0} ; y\right)\right|} d y+c d\left(x_{0}, x\right)^{\beta} \\
& \leqslant c d\left(x_{0}, x\right)^{\beta} \int_{d\left(x_{0}, y\right)<R}\left(\frac{d\left(x_{0}, y\right)}{d\left(x_{0}, x\right)}\right)^{\varepsilon} \frac{1}{\left|B\left(x_{0} ; y\right)\right|} d y+c d\left(x_{0}, x\right)^{\beta} \\
& \leqslant c_{\varepsilon} d\left(x_{0}, x\right)^{\beta-\varepsilon} R^{\varepsilon}+c d\left(x_{0}, x\right)^{\beta} \leqslant c_{\varepsilon} d\left(x_{0}, x\right)^{\beta-\varepsilon} R^{\varepsilon} .
\end{aligned}
$$

Hence (2.9) holds for any $\gamma<\min (\beta, \delta)$; by Theorem 2.7, $I_{\delta}$ is continuous on $C^{\alpha}(X)$ for any $\alpha \leqslant \gamma, \alpha<\beta$, that is for any $\alpha<\min (\beta, \delta)$.

## 3. Parabolic Carnot-Carathéodory distance

Let $\Omega$ be a bounded domain of $\mathbb{R}^{n}$, and let $X_{1}, X_{2}, \ldots, X_{q}$ be a system of smooth real vector fields defined in a neighborhood $\Omega_{0}$ of $\Omega$ and satisfying Hörmander's condition of step $s$ in $\Omega_{0}$. Explicitly, this means that

$$
X_{i}=\sum_{k=1}^{n} b_{i k}(x) \partial_{x_{k}}
$$

with $b_{i k} \in C^{\infty}\left(\Omega_{0}\right)$, and the vector space spanned at every point of $\Omega_{0}$ by: the fields $X_{i}$; their commutators [ $X_{i}, X_{j}$ ] $=X_{i} X_{j}-X_{j} X_{i}$; the commutators of the $X_{k}$ 's with the commutators $\left[X_{i}, X_{j}\right] ; \ldots$ and so on, up to some step $s$, is the whole $\mathbb{R}^{n}$.

Let us recall the following definition.
Definition 3.1 (Carnot-Carathéodory distance). For $x, y \in \Omega_{0}$, let

$$
d(x, y)=\inf \left\{T(\gamma) \mid \gamma:[0, T(\gamma)] \rightarrow \mathbb{R}^{n} X \text {-subunit, } \gamma(0)=x, \gamma(T(\gamma))=y\right\}
$$

where we call $X$-subunit any absolutely continuous path $\gamma$ such that

$$
\gamma^{\prime}(t)=\sum_{j=1}^{m} \lambda_{j}(t) X_{j}(\gamma(t)) \quad \text { a.e. with } \sum_{j=1}^{m} \lambda_{j}(t)^{2} \leqslant 1 \quad \text { a.e. }
$$

For $x \in \Omega$, we set

$$
B_{r}(x)=\left\{y \in \Omega_{0}: d(x, y)<r\right\} .
$$

It is well known (see [28]) that $d$ is a distance (called Carnot-Carathéodory distance, or briefly CC-distance, induced by the system of Hörmander's vector fields $X_{i}$ ) and that there exist positive constants $c, r_{0}, c_{1}, c_{2}$ depending on $\Omega$ such that:

$$
\begin{gather*}
\left|B_{2 r}(x)\right| \leqslant c\left|B_{r}(x)\right| \quad \text { for any } x \in \Omega, r \leqslant r_{0} \\
c_{1}|x-y| \leqslant d(x, y) \leqslant c_{2}|x-y|^{1 / s} \quad \text { for any } x, y \in \Omega, \tag{3.1}
\end{gather*}
$$

where $s$ is the step appearing in Hörmander's condition.

In order to apply to a domain $A \subseteq \Omega$ the abstract theory of spaces of homogeneous type developed in Section 2, we need to know that in $(A, d, d x)$ the doubling condition holds. Explicitly, this means that

$$
\left|B_{2 r}(x) \cap A\right| \leqslant c\left|B_{r}(x) \cap A\right| \quad \text { for any } x \in A, r>0
$$

This requires some regularity property of $\partial A$.
Definition 3.2. Under the above assumptions, we say that a domain $A \subseteq \Omega$ is $d$-regular if

$$
\left|B_{r}(x) \cap A\right| \geqslant c\left|B_{r}(x)\right|
$$

for every $x \in A, 0<r<\operatorname{diam}(A)$.
In [7] we have proved the following criteria of regularity.

## Lemma 3.3.

(i) Let $A=B_{R}\left(x_{0}\right) \subset \Omega_{0}$ be a metric ball. Then, $B_{R}\left(x_{0}\right)$ is d-regular.
(ii) The union of a finite number of $d$-regular domains in $\Omega_{0}$ is $d$-regular.
(iii) If $A$ is a bounded $d$-regular domain in $\Omega_{0}$, then $(A, d, d x)$ is a space of homogeneous type.

Let us now consider the parabolic Carnot-Carathéodory distance $d_{\mathrm{P}}$ corresponding to $d$, namely,

$$
d_{\mathrm{P}}((t, x),(s, y))=\sqrt{d(x, y)^{2}+|t-s|},
$$

defined in the cylinder $\mathbb{R} \times \Omega$.
One can easily prove:

Lemma 3.4. Whenever $d(x, y)$ is a distance defined on some set $\Omega, d_{\mathrm{P}}((t, x),(s, y))$ defined as above is a distance on $\mathbb{R} \times \Omega$.

Notation 3.5. We will write $B_{r}(x)$ for the $d$-ball in $\Omega$ with radius $r$ and center $x$, and $B_{r}(t, x)$ for the $d_{\mathrm{P}}$-ball in $\mathbb{R} \times \Omega$ with radius $r$ and center $(t, x)$. In other words, with this notation the center of the ball reveals the dimension of the space.

To apply the theory developed in Section 2 to the space

$$
\left(B_{R}\left(t_{0}, x_{0}\right), d_{\mathrm{P}}, d t d x\right)
$$

we need to know that a $d_{\mathrm{P}}$-ball $B_{R}\left(t_{0}, x_{0}\right)$ is $d_{\mathrm{P}}$-regular. This fact will be actually proved in this section, and will require some labour.

First, we need to introduce some standard subsets related to parabolic geometry, namely:

- "parabolic cones" of the kind

$$
C_{r}(t, x)=\left\{(\tau, z):|t-\tau|<r^{2}, d(x, z)<r-\frac{|t-\tau|}{r}\right\}, \quad \text { and }
$$

- "parabolic cylinders"

$$
Q_{r}(\tau, x)=\left\{(t, z):|t-\tau|<r^{2}, d(x, z)<r\right\} .
$$

Then we have:
Lemma 3.6. The volume of the sets

$$
B_{r}(t, x), \quad C_{r}(t, x), \quad Q_{r}(t, x)
$$

is equivalent to

$$
r^{2}\left|B_{r}(x)\right| .
$$

Moreover, if $d(x, y) \leqslant c r$, then $\left|B_{r}(t, x)\right|$ is equivalent to $\left|B_{r}(t, y)\right|$.
Proof. Obviously,

$$
\left|Q_{r}(t, x)\right|=2 r^{2}\left|B_{r}(x)\right| .
$$

Moreover,

$$
B_{r}(t, x) \subset Q_{r}(t, x) \quad \text { and } \quad C_{r}(t, x) \subset Q_{r}(t, x)
$$

hence

$$
\left|B_{r}(t, x)\right| \leqslant 2 r^{2}\left|B_{r}(x)\right| \quad \text { and } \quad\left|C_{r}(t, x)\right| \leqslant 2 r^{2}\left|B_{r}(x)\right| .
$$

As to the estimates from below, we can write

$$
\begin{align*}
&\left|B_{r}(t, x)\right|=\int_{t-r^{2}}^{t+r^{2}} d \tau \int d(x, y)<\sqrt{r^{2}-|t-\tau|} \\
& \geqslant 2 \int_{0}^{\frac{3}{4} r^{2}}\left|B_{r / 2}(x)\right| d \tau=2 \int_{0}^{r^{2}}\left|B \sqrt{r^{2}-\tau}(x)\right| d \tau \\
& r^{2}\left|B_{r / 2}(x)\right| ;  \tag{3.2}\\
&\left|C_{r}(t, x)\right|=\int_{t-r^{2}}^{t+r^{2}} d \tau \int(x, y)<\frac{r^{2}-|t-\tau|}{r}
\end{align*} d y=2 \int_{0}^{r^{2}}\left|B_{\frac{r^{2}-\tau}{r}}^{r}(x)\right| d \tau \geqslant 2 \int_{0}^{\frac{1}{2} r^{2}}\left|B_{r / 2}(x)\right| d \tau=r^{2}\left|B_{r / 2}(x)\right| .
$$

By the doubling property of $\left|B_{r}(x)\right|$, the result follows.
Finally, the last assertion holds because, since $d(x, y) \leqslant c r$, by the doubling condition on $d$,

$$
\left|B_{r}(t, x)\right| \leqslant 2 r^{2}\left|B_{r}(x)\right| \leqslant c_{1} r^{2}\left|B_{r}(y)\right| \leqslant c_{2}\left|B_{r}(t, y)\right| .
$$

We also recall the following lemma.
Lemma 3.7. Let $B_{R}\left(x_{0}\right)$ be a metric ball, $x \in B_{R}\left(x_{0}\right), d\left(x, x_{0}\right)=\rho<R$. If $r<3 \rho$, then there exists $x_{1}$ such that:
(i) $B_{r / 3}\left(x_{1}\right) \subset B_{R}\left(x_{0}\right) \cap B_{r}(x)$;
(ii) $d\left(x_{0}, x_{1}\right)<\rho-\frac{r}{3}$;
(iii) $d\left(x_{1}, x\right)<\frac{2}{3} r$.

If $r \geqslant 3 \rho$, then taking $x_{1}=x_{0}$, properties (i)-(iii) hold.
The above lemma is contained in the proof of [7, Lemma 4.2]. We can now prove the following proposition.

Proposition 3.8. Let $B_{R}\left(t_{0}, x_{0}\right)$ be a $d_{\mathrm{P}}$-ball. Then $B_{R}\left(t_{0}, x_{0}\right)$ is $d_{\mathrm{P}}$-regular, that is there exists $c>0$ such that

$$
\left|B_{R}\left(t_{0}, x_{0}\right) \cap B_{r}(t, x)\right| \geqslant c\left|B_{r}(t, x)\right|
$$

for every $(t, x) \in B_{R}\left(t_{0}, x_{0}\right), 0<r<2 R$.
Proof. For $(t, x) \in B_{R}\left(t_{0}, x_{0}\right)$, let us consider the ball $B_{r}(t, x)$, for some $r \leqslant 2 R$; let $\rho=d\left(x, x_{0}\right)$.
Case 1. We assume $r<3 \rho$. Let $x_{1}$ be as in Lemma 3.7. Then, we claim that

$$
\begin{equation*}
C_{r / 3}\left(t, x_{1}\right) \subset B_{R}\left(t_{0}, x_{0}\right) \cap B_{r}(t, x) . \tag{3.3}
\end{equation*}
$$

Namely, let

$$
(\tau, z) \in C_{r / 3}\left(t, x_{1}\right) \equiv\left\{(\tau, z):|t-\tau|<\frac{r^{2}}{9}, d\left(x_{1}, z\right)<\frac{r}{3}-\frac{3}{r}|t-\tau|\right\}
$$

To prove that $(\tau, z) \in B_{r}(t, x)$, we write

$$
d_{\mathrm{P}}((\tau, z),(t, x))=\sqrt{d(x, z)^{2}+|\tau-t|} \leqslant \sqrt{\left(d\left(x, x_{1}\right)+d\left(x_{1}, z\right)\right)^{2}+|\tau-t|}
$$

by Lemma 3.7(iii) and definition of $C_{r / 3}\left(t, x_{1}\right)$

$$
\leqslant \sqrt{\left(\frac{2}{3} r+\frac{r}{3}-\frac{3}{r}|t-\tau|\right)^{2}+|\tau-t|}=\sqrt{\frac{9}{r^{2}}|t-\tau|^{2}-5|\tau-t|+r^{2}} \leqslant r
$$

because the function $f(s)=\frac{9}{r^{2}} s^{2}-5 s+r^{2}$, is decreasing in [ $\left.0, \frac{r^{2}}{9}\right]$, hence has its maximum at $s=0$, and $f(0)=r^{2}$.

To prove that $(\tau, z) \in B_{R}\left(t_{0}, x_{0}\right)$, we write

$$
\begin{aligned}
d_{\mathrm{P}}\left((\tau, z),\left(t_{0}, x_{0}\right)\right) & =\sqrt{d\left(x_{0}, z\right)^{2}+\left|\tau-t_{0}\right|} \\
& \leqslant \sqrt{\left(d\left(x_{0}, x_{1}\right)+d\left(x_{1}, z\right)\right)^{2}+|\tau-t|+\left|t-t_{0}\right|}
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant \sqrt{\left(\rho-\frac{r}{3}+\frac{r}{3}-\frac{3}{r}|\tau-t|\right)^{2}+|\tau-t|+\left|t-t_{0}\right|} \\
& \leqslant \sqrt{\left(\rho^{2}+\left|t-t_{0}\right|\right)+\left(\frac{9}{r^{2}}|\tau-t|^{2}-\frac{6 \rho}{r}|\tau-t|+|\tau-t|\right)} \leqslant R
\end{aligned}
$$

because $\rho^{2}+\left|t-t_{0}\right| \leqslant R^{2}$ and $\frac{9}{r^{2}}|\tau-t|^{2}-\frac{6 \rho}{r}|\tau-t|+|\tau-t| \leqslant 0$ for $r<3 \rho$.
Inclusion (3.3) and Lemma 3.6 imply that, in case 1 ,

$$
\left|B_{R}\left(t_{0}, x_{0}\right) \cap B_{r}(t, x)\right| \geqslant\left|C_{r / 3}\left(t, x_{1}\right)\right| \geqslant c_{1}\left|B_{r}\left(t, x_{1}\right)\right| \geqslant c_{2}\left|B_{r}(t, x)\right| .
$$

The last inequality follows, again by Lemma 3.6, because $d\left(x, x_{1}\right)<\frac{2}{3} r$.
Case 2. We assume $r \geqslant 3 \rho$ and $\left|t-t_{0}\right| \leqslant \frac{5}{9} R^{2}$. Under the assumption $r \geqslant 3 \rho$, Lemma 3.7 states that
(i) $B_{r / 3}\left(x_{0}\right) \subset B_{R}\left(x_{0}\right) \cap B_{r}(x)$;
(ii) $d\left(x_{0}, x\right)<\frac{2}{3} r$.

Let us show that (3.3) still holds, with $x_{1}=x_{0}$, that is,

$$
\begin{equation*}
C_{r / 3}\left(t, x_{0}\right) \subset B_{R}\left(t_{0}, x_{0}\right) \cap B_{r}(t, x) . \tag{3.4}
\end{equation*}
$$

Inclusion $C_{r / 3}\left(t, x_{0}\right) \subset B_{r}(t, x)$ follows by the same proof as above. To show that $C_{r / 3}\left(t, x_{0}\right) \subset$ $B_{R}\left(t_{0}, x_{0}\right)$, let $(\tau, z) \in C_{r / 3}\left(t, x_{0}\right)$; then

$$
\begin{aligned}
d_{\mathrm{P}}\left((\tau, z),\left(t_{0}, x_{0}\right)\right) & =\sqrt{d\left(x_{0}, z\right)^{2}+\left|\tau-t_{0}\right|} \leqslant \sqrt{\left(\frac{r}{3}-\frac{3}{r}|t-\tau|\right)^{2}+|\tau-t|+\left|t-t_{0}\right|} \\
& =\sqrt{\frac{9}{r^{2}}|t-\tau|^{2}-|\tau-t|+\frac{r^{2}}{9}+\frac{5}{9} R^{2}} \leqslant \sqrt{\frac{r^{2}}{9}+\frac{5}{9} R^{2}} \leqslant R,
\end{aligned}
$$

where we used the fact that $\frac{9}{r^{2}}|t-\tau|^{2}-|\tau-t| \leqslant 0$ for $|\tau-t|<\frac{r^{2}}{9}$, and that $r<2 R$. This shows that also in case 2,

$$
\left|B_{R}\left(t_{0}, x_{0}\right) \cap B_{r}(t, x)\right| \geqslant\left|C_{r / 3}\left(t, x_{0}\right)\right| \geqslant c_{1}\left|B_{r}\left(t, x_{0}\right)\right| \geqslant c_{2}\left|B_{r}(t, x)\right|,
$$

where the last inequality follows, by Lemma 3.6, because $d\left(x, x_{0}\right)=\rho<\frac{r}{3}$.
Case 3. We assume $r \geqslant 3 \rho$ and $\frac{5}{9} R^{2}<\left|t-t_{0}\right|<R^{2}$. Since $r \geqslant 3 \rho$, as in case 2 we know that
(i) $B_{r / 3}\left(x_{0}\right) \subset B_{R}\left(x_{0}\right) \cap B_{r}(x)$;
(ii) $d\left(x_{0}, x\right)<\frac{2}{3} r$.

To fix ideas, assume $t \geqslant t_{0}$ (the other case is identical), that is $t>t_{0}+\frac{5}{9} R^{2}$. Let us define:

$$
C_{r / 3}^{-}\left(t, x_{0}\right)=\left\{(t, z): t-\frac{r^{2}}{9}<\tau<t-\frac{r^{2}}{18}, d\left(x_{0}, z\right)<\frac{r}{3}-\frac{3}{r}|t-\tau|\right\} .
$$

We claim that

$$
\begin{equation*}
C_{r / 3}^{-}\left(t, x_{0}\right) \subset B_{R}\left(t_{0}, x_{0}\right) \cap B_{r}(t, x) . \tag{3.5}
\end{equation*}
$$

Inclusion $C_{r / 3}^{-}\left(t, x_{0}\right) \subset B_{r}(t, x)$ can be proved as in case 1 . To show that $C_{r / 3}^{-}\left(t, x_{0}\right) \subset$ $B_{R}\left(t_{0}, x_{0}\right)$, let $(\tau, z) \in C_{r / 3}^{-}\left(t, x_{0}\right)$; then $\tau>t_{0}$ and

$$
\begin{aligned}
d_{\mathrm{P}}\left((\tau, z),\left(t_{0}, x_{0}\right)\right) & =\sqrt{d\left(x_{0}, z\right)^{2}+\tau-t_{0}} \leqslant \sqrt{\left(\frac{r}{3}-\frac{3}{r}(t-\tau)\right)^{2}+\left(t-t_{0}\right)-(t-\tau)} \\
& =\sqrt{\frac{9}{r^{2}}(t-\tau)^{2}-3(\tau-t)+\frac{r^{2}}{9}+R^{2}} \leqslant R
\end{aligned}
$$

because the function $f(s)=\frac{9}{r^{2}} s^{2}-3 s+\frac{r^{2}}{9}$ for $s \in\left[\frac{r^{2}}{18}, \frac{r^{2}}{9}\right]$ is decreasing and attains its maximum at $s=\frac{r^{2}}{18}, f\left(\frac{r^{2}}{18}\right)=-\frac{r^{2}}{36}<0$. Therefore (3.5) holds, and we conclude that in case 3,

$$
\left|B_{R}\left(t_{0}, x_{0}\right) \cap B_{r}(t, x)\right| \geqslant\left|C_{r / 3}^{-}\left(t, x_{0}\right)\right| \geqslant c_{1}\left|B_{r}\left(t, x_{0}\right)\right| \geqslant c_{2}\left|B_{r}(t, x)\right|,
$$

where the second inequality follows by a similar computation to that of the proof of Lemma 3.6, and the last inequality follows by Lemma 3.6. This ends the proof of the proposition.

## 4. Parabolic Hörmander Hölder spaces

We now define parabolic Hölder spaces adapted to this context. Let $\Omega$ be as in previous section. For any bounded domain $U \subset \mathbb{R} \times \Omega$ and any $\alpha>0$, let

$$
\begin{gathered}
|u|_{C^{\alpha}(U)}=\sup \left\{\frac{|u(t, x)-u(s, y)|}{d_{\mathrm{P}}((t, x),(s, y))^{\alpha}}:(t, x),(s, y) \in U,(t, x) \neq(s, y)\right\}, \\
\|u\|_{C^{\alpha}(U)}=|u|_{C^{\alpha}(U)}+\|u\|_{L^{\infty}(U)}, \\
C^{\alpha}(U)=\left\{u: U \rightarrow \mathbb{R}:\|u\|_{C^{\alpha}(U)}<\infty\right\} .
\end{gathered}
$$

Note that, by (3.1), a function $u \in C^{\alpha}(U)$ is also continuous on $U$ in Euclidean sense. By Lemma 3.4, $d_{\mathrm{P}}$ is a distance; if $U$ is a $d_{\mathrm{P}}$-regular domain (for instance, a $d_{\mathrm{P}}$-ball), then $\left(U, d_{\mathrm{P}}, d t d x\right)$ is a space of homogeneous type and, by Remark 2.4 , the space $C_{0}^{\alpha}(U)$ is dense in $L^{p}(U)$ for any $\alpha \in(0,1]$ and $p \in[1, \infty)$. We are going to show that for $\alpha>1, C^{\alpha}$ spaces become trivial.

Proposition 4.1. Let d be the Carnot-Carathéodory distance induced in a domain $\Omega$ by a system of Hörmander's vector fields $X_{1}, \ldots, X_{q}$, and $d_{\mathrm{P}}$ the corresponding parabolic distance. Then:
(i) if $f(x) \in C^{\alpha}(\Omega)$ for some $\alpha>1$, then $f$ is constant in $\Omega$;
(ii) if $f(t, x) \in C^{\alpha}(U)$ for some $\alpha>2$, then $f$ is constant in $U$; if $1<\alpha \leqslant 2$, then $f$ does not depend on $x$.

Proof. (i) Let us show that $X_{i} f \equiv 0$ in $\Omega$ for $i=1,2, \ldots, q$; then Hörmander's condition implies that the Euclidean gradient of $f$ vanishes in $\Omega$, hence $f$ is constant. For any $x \in \Omega$, let $\gamma(t)$ be the integral curve of $X_{i}$ such that

$$
\left\{\begin{array}{l}
\gamma^{\prime}(t)=X_{i}(\gamma(t)), \\
\gamma(0)=x
\end{array}\right.
$$

Then

$$
\begin{equation*}
X_{i} f(x)=\left[\frac{d}{d t} f(\gamma(t))\right](0)=\lim _{t \rightarrow 0} \frac{f(\gamma(t))-f(\gamma(0))}{t} \tag{4.1}
\end{equation*}
$$

Since $\gamma$ is subunit (see Section 3), we can write

$$
|f(\gamma(t))-f(\gamma(0))| \leqslant|f| a d(\gamma(t), \gamma(0))^{\alpha} \leqslant|f| a t^{\alpha}
$$

and, if $\alpha>1$, this implies $X_{i} f(x)=0$, by (4.1).
(ii) Applying (i) to the function $x \mapsto f(t, x)$ for fixed $t$, we deduce that if $\alpha>1$ then $f$ does not depend on $x$. Now, saying that $f(t)$ belongs to the parabolic $C^{\alpha}$ space means that

$$
|f(t)-f(s)| \leqslant c|t-s|^{\alpha / 2}
$$

and this implies that $f$ is constant if $\alpha>2$.
By the previous discussion, henceforth we will consider parabolic Hölder spaces $C^{\alpha}$ for $\alpha \in(0,1)$.

For any positive integer $k$, let

$$
\begin{gathered}
C^{k, \alpha}(U)=\left\{u: U \rightarrow \mathbb{R}:\|u\|_{C^{k, \alpha}(U)}<\infty\right\} \quad \text { with } \\
\|u\|_{C^{k, \alpha}(U)}=\sum_{|I|+2 h \leqslant k}\left\|\partial_{t}^{h} X^{I} u\right\|_{C^{\alpha}(U)},
\end{gathered}
$$

where, for any multiindex $I=\left(i_{1}, i_{2}, \ldots, i_{s}\right)$, with $1 \leqslant i_{j} \leqslant q$, we say that $|I|=s$ and

$$
X^{I} u=X_{i_{1}} X_{i_{2}} \cdots X_{i_{s}} u
$$

Note that all the derivatives $\partial_{t}^{h} X^{I} u$ involved in the definition of $C^{k, \alpha}$ are continuous in Euclidean sense, because they belong to $C^{\alpha}$.

We will also set $C_{0}^{k, \alpha}(U)$ for the space of $C^{k, \alpha}(U)$ functions compactly supported in $U$.
Occasionally, we will also use the space $C^{1,0}(U)$ of continuous functions $u$ with continuous derivatives $X_{i} u$ (for $i=1,2, \ldots, q$ ), and the corresponding space $C_{0}^{1,0}(U)$ of compactly supported functions.

The following proposition collects some simple facts about parabolic Hölder spaces, which will be used later.

Proposition 4.2. Let $U$ be as above.
(i) For any couple of functions $f, g \in C^{\alpha}(U)$, one has

$$
\begin{gather*}
|f g|_{C^{\alpha}} \leqslant|f|_{C^{\alpha}}\|g\|_{L^{\infty}}+\|f\|_{L^{\infty}}|g|_{C^{\alpha}} \quad \text { and }  \tag{4.2}\\
\|f g\|_{C^{\alpha}} \leqslant 2\|f\|_{C^{\alpha}}\|g\|_{C^{\alpha}} . \tag{4.3}
\end{gather*}
$$

Moreover, if both $f$ and $g$ vanish at least at a point of $U$, then

$$
\begin{equation*}
|f g|_{C^{\alpha}} \leqslant 2(\operatorname{diam} U)^{\alpha}|f|_{C^{\alpha}}|g|_{C^{\alpha}} \tag{4.4}
\end{equation*}
$$

Also, for any couple of functions $f, g \in C^{k, \alpha}(U)$

$$
\begin{equation*}
\|f g\|_{C^{k, \alpha}} \leqslant c_{k}\|f\|_{C^{k, \alpha}}\|g\|_{C^{k, \alpha}} \tag{4.5}
\end{equation*}
$$

for some absolute constant $c_{k}$ depending only on $k$.
(ii) If $B_{R}\left(x_{0}\right)$ is a d-ball in $\mathbb{R}^{n}, f \in C^{1,0}\left(B_{5 R}\left(x_{0}\right)\right)$ one has

$$
\begin{gathered}
|f(x)-f(y)| \leqslant \sup _{B_{5 R}\left(x_{0}\right)}|X f| \cdot d(x, y) \quad \text { for any } x, y \in B_{R}\left(x_{0}\right) \\
\text { where }|X f|=\sqrt{\sum_{i=1}^{q}\left(X_{i} f\right)^{2}}
\end{gathered}
$$

If $B_{R}\left(t_{0}, x_{0}\right)$ is a $d_{\mathrm{P}}$-ball in $\mathbb{R}^{n+1}$, for any $f \in C_{0}^{1,0}\left(B_{R}\left(t_{0}, x_{0}\right)\right)$ one has

$$
\begin{equation*}
|f(t, x)-f(s, y)| \leqslant\left(\sup |X f|+R \sup \left|\partial_{t} f\right|\right) \cdot d_{\mathrm{P}}((t, x),(s, y)) \tag{4.7}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
|f|_{C^{\alpha}} \leqslant R^{1-\alpha} \cdot\left(\sup |X f|+R \sup \left|\partial_{t} f\right|\right) \tag{4.8}
\end{equation*}
$$

(iii) If $U^{\prime} \subset U$, then

$$
\begin{equation*}
|f|_{C^{\alpha}\left(U^{\prime}\right)} \leqslant|f|_{C^{\alpha}(U)} . \tag{4.9}
\end{equation*}
$$

(iv) For any ball $B_{R}\left(t_{0}, x_{0}\right) \subset U$, for any $f \in C^{\alpha}(U)$, with sprt $f \subset B_{R}$ we have

$$
|f|_{C^{\alpha}(U)}=|f|_{C^{\alpha}\left(B_{R}\right)} .
$$

(v) Let $B_{r}^{i}(i=1,2, \ldots, k)$ be a finite family of balls (in $\left.\mathbb{R}^{n+1}\right)$ of the same radius, such that $\bigcup_{i=1}^{k} B_{2 r}^{i} \subset U$. Then for any $f \in C^{\alpha}(U)$,

$$
\begin{equation*}
\|f\|_{C^{\alpha}\left(\bigcup_{i=1}^{k} B_{r}^{i}\right)} \leqslant c \sum_{i=1}^{k}\|f\|_{C^{\alpha}\left(B_{2 r}^{i}\right)} \tag{4.10}
\end{equation*}
$$

with $c$ depending on the family of balls, but independent of $f$.
(vi) The following interpolation inequality holds for the time derivative of any function $f \in C_{0}^{2, \alpha}(U)$

$$
\begin{equation*}
\left\|f_{t}\right\|_{L^{\infty}} \leqslant r^{\alpha / 2}\left|f_{t}\right|_{C^{\alpha}}+\frac{2}{r}\|f\|_{L^{\infty}} \quad \text { for any } r>0, \alpha \in(0,1) \tag{4.11}
\end{equation*}
$$

Proof. The first two inequalities in (i) are obvious. The third follows from the second by the following remark: if $f\left(t_{0}, x_{0}\right)=0$ for some $\left(t_{0}, x_{0}\right) \in U$, then for any $(t, x) \in U$,

$$
|f(t, x)|=\left|f(t, x)-f\left(t_{0}, x_{0}\right)\right| \leqslant|f|_{\alpha} d_{\mathrm{P}}\left((t, x),\left(t_{0}, x_{0}\right)\right)^{\alpha}
$$

hence

$$
\|f\|_{\infty} \leqslant|f|_{\alpha}(\operatorname{diam} U)^{\alpha}
$$

and the same holds for $g$. Inequality (4.5) obviously follows from (4.3).
To prove (ii), for any fixed $\varepsilon>0$, let $\gamma$ be a subunit curve joining $x, y$ such that

$$
\begin{gathered}
\gamma^{\prime}(t)=\sum_{i=1}^{q} \lambda_{i}(t) X_{i}(\gamma(t)) \\
\gamma(0)=x ; \quad \gamma(T)=y ; \quad T \leqslant(1+\varepsilon) d(x, y) .
\end{gathered}
$$

Observe that $\gamma \subset B_{5 R}\left(x_{0}\right)$ : namely, for any $z \in \gamma$, let $\gamma_{z}$ be the portion of $\gamma$ which joins $x$ to $z$, $\gamma\left(T_{z}\right)=z$, then

$$
d(x, z) \leqslant T_{z} \leqslant T \leqslant(1+\varepsilon) d(x, y) \leqslant(1+\varepsilon) 2 R
$$

for $x, y \in B_{R}\left(x_{0}\right)$, hence $d\left(z, x_{0}\right) \leqslant d(x, z)+d\left(x, x_{0}\right)<5 R$.
We have

$$
f(y)-f(x)=f(\gamma(T))-f(\gamma(0))=\int_{0}^{\mathrm{T}} \frac{d}{d t}(f(\gamma(t))) d t=\int_{0}^{\mathrm{T}} \sum_{i=1}^{q} \lambda_{i}(t) f^{\prime}(\gamma(t)) X_{i}(\gamma(t)) d t .
$$

Then

$$
\begin{aligned}
|f(y)-f(x)| & \leqslant \int_{0}^{\mathrm{T}} \sqrt{\sum_{i=1}^{q} \lambda_{i}(t)^{2}} \sqrt{\sum_{i=1}^{q} X_{i} f(\gamma(t))^{2}} d t \\
& \leqslant \sup _{z \in B_{5 R}\left(x_{0}\right)}|X f(z)| \cdot T \leqslant(1+\varepsilon) d(x, y) \sup _{z \in B_{5 R}\left(x_{0}\right)}|X f(z)| .
\end{aligned}
$$

For vanishing $\varepsilon$ we have (4.6). For functions depending also on $t$, the same reasoning gives

$$
\begin{align*}
|f(t, x)-f(s, y)| & \leqslant \sup |X f| \cdot d(x, y)+\sup \left|\partial_{t} f\right| \cdot|t-s| \\
& \leqslant \sup |X f| \cdot d(x, y)+\sup \left|\partial_{t} f\right| \cdot|t-s|^{1 / 2} R \\
& \leqslant\left(\sup |X f|+R \sup \left|\partial_{t} f\right|\right) \cdot d_{\mathrm{P}}((t, x),(s, y)) \tag{4.12}
\end{align*}
$$

which is (4.7); this also implies (4.8).

Part (iii) is obvious. To prove (iv): $|f|_{C^{\alpha}(U)} \geqslant|f|_{C^{\alpha}\left(B_{R}\right)}$ is obvious; if $(t, x) \in B_{R},(s, y) \notin$ $B_{R}$, pick a subunit curve $\gamma$ joining $x$ to $y$, with

$$
T(\gamma) \leqslant(1+\varepsilon) d(x, y)
$$

and let $y^{*} \in \gamma$ such that $\left(t, y^{*}\right) \in \partial B_{R}$; then

$$
d_{\mathrm{P}}\left((t, x),\left(t, y^{*}\right)\right)=d\left(x, y^{*}\right) \leqslant(1+\varepsilon) d(x, y) \leqslant(1+\varepsilon) d_{\mathrm{P}}((t, x),(s, y))
$$

Since $f(s, y)=f\left(t, y^{*}\right)=0$ we have

$$
\begin{aligned}
\frac{|f(t, x)-f(s, y)|}{d_{\mathrm{P}}((t, x),(s, y))^{\alpha}} & =\frac{|f(t, x)|}{d_{\mathrm{P}}((t, x),(s, y))^{\alpha}} \leqslant(1+\varepsilon)^{\alpha} \frac{|f(t, x)|}{d_{\mathrm{P}}\left((t, x),\left(t, y^{*}\right)\right)^{\alpha}} \\
& =(1+\varepsilon)^{\alpha} \frac{\left|f(t, x)-f\left(t, y^{*}\right)\right|}{d_{\mathrm{P}}\left((t, x),\left(t, y^{*}\right)\right)^{\alpha}}
\end{aligned}
$$

therefore $|f|_{C^{\alpha}(U)} \leqslant(1+\varepsilon)^{\alpha}|f|_{C^{\alpha}\left(B_{R}\right)}$ for any $\varepsilon>0$, and we are done.
Part (v) can be proved with a similar reasoning to that used in [7, Lemma 4.4]: let $\zeta_{i}$ $(i=1,2, \ldots, k)$ be smooth cutoff functions such that sprt $\zeta_{i} \subset B_{2 r}^{i}, \sum_{i=1}^{k} \zeta_{i}=1$ in $\bigcup_{i=1}^{k} B_{r}^{i}$. Then, subadditivity of the seminorm and (4.9) give

$$
\begin{aligned}
|f|_{C^{\alpha}\left(\cup_{j=1}^{k} B_{r}^{j}\right)} & \leqslant \sum_{i=1}^{k}\left|f \zeta_{i}\right|_{C^{\alpha}\left(\bigcup_{j=1}^{k} B_{r}^{j}\right)} \leqslant \sum_{i=1}^{k}\left|f \zeta_{i}\right|_{C^{\alpha}\left(\cup_{j=1}^{k} B_{2 r}^{j}\right)} \\
& =\sum_{i=1}^{k}\left|f \zeta_{i}\right|_{C^{\alpha}\left(B_{2 r}^{i}\right)} \leqslant 2 \sum_{i=1}^{k}\|f\|_{C^{\alpha}\left(B_{2 r} i\right.}\left\|\zeta_{i}\right\|_{C^{\alpha}\left(B_{2 r}^{i}\right)} \leqslant c \sum_{i=1}^{k}\|f\|_{C^{\alpha}\left(B_{2 r}\right)}
\end{aligned}
$$

by (iv), since sprt $\zeta_{i} \subset B_{2 r}^{i}$.
Part (vi) can be proved as in the Euclidean case (see [22, p. 124]):

$$
\begin{aligned}
f_{t}(t, x) & =f_{t}(t, x)-[f(t+1, x)-f(t, x)]+[f(t+1, x)-f(t, x)] \\
& =f_{t}(t, x)-f_{t}(t+\theta, x)+[f(t+1, x)-f(t, x)]
\end{aligned}
$$

for some $\theta \in(0,1)$. Then

$$
\begin{aligned}
\left|f_{t}(t, x)\right| & \leqslant\left|f_{t}(t, x)-f_{t}(t+\theta, x)\right|+2\|f\|_{L^{\infty}} \\
& \leqslant \theta^{\alpha / 2}\left|f_{t}\right|_{C^{\alpha}}+2\|f\|_{L^{\infty}} .
\end{aligned}
$$

The same reasoning applied to the function $f(t, x)=g(r t, x)$ (for any $r>0$ ) gives

$$
r\left|f_{t}(t, x)\right| \leqslant(r \theta)^{\alpha / 2} r\left|f_{t}\right|_{C^{\alpha}}+2\|f\|_{L^{\infty}}
$$

and, finally,

$$
\left\|f_{t}\right\|_{L^{\infty}} \leqslant r^{\alpha / 2}\left|f_{t}\right|_{C^{\alpha}}+\frac{2}{r}\|f\|_{L^{\infty}}
$$

## 5. Local Schauder estimates: statement of results and strategy of the proof

We are now in position to summarize our assumptions and main results.
(H1) Let $\Omega$ be a bounded domain of $\mathbb{R}^{n}$, and let $X_{1}, X_{2}, \ldots, X_{q}$ be a system of smooth real vector fields defined in a neighborhood $\Omega_{0}$ of $\Omega$ and satisfying Hörmander's condition of step $s$ in $\Omega_{0}$.
(H2) Let $U$ be a bounded domain of $\mathbb{R}^{n+1}, U \subset \mathbb{R} \times \Omega$; let $A=\left\{a_{i j}(t, x)\right\}_{i, j=1}^{q}$ be a symmetric, uniformly positive definite matrix of real functions defined in $U$, and let $\lambda>0$ be a constant such that

$$
\lambda^{-1}|\xi|^{2} \leqslant \sum_{i, j=1}^{q} a_{i j}(t, x) \xi_{i} \xi_{j} \leqslant \lambda|\xi|^{2} \quad \text { for every } \xi \in \mathbb{R}^{q},(t, x) \in U
$$

(H3) Assume $a_{i j} \in C^{\alpha}(U)$ for some $\alpha \in(0,1)$.
We consider the differential operator:

$$
H=\partial_{t}-\sum_{i, j=1}^{q} a_{i j}(t, x) X_{i} X_{j}
$$

Our basic result for the operator $H$ is the following theorem.

Theorem 5.1. Under the assumptions (H1)-(H3), for every domain $U^{\prime} \Subset U$ and $\alpha \in(0,1)$ there exists a constant $c>0$ depending on $U, U^{\prime},\left\{X_{i}\right\}, \alpha, \lambda$ and $\left\|a_{i j}\right\|_{C^{\alpha}(U)}$ such that for every $u \in C_{\mathrm{loc}}^{2, \alpha}(U)$ with $H u \in C^{\alpha}(U)$ one has

$$
\|u\|_{C^{2, \alpha}\left(U^{\prime}\right)} \leqslant c\left\{\|H u\|_{C^{\alpha}(U)}+\|u\|_{L^{\infty}(U)}\right\} .
$$

We now outline the strategy of the proof.
To study $H$, we will use extensively results and techniques from [29] (in particular, Rothschild-Stein's technique of "lifting and approximation"), as well as from our previous papers [6,7]. We will briefly recall the basic definitions and results in Appendix A, which we refer to for our notation. For more details, the reader is referred to the papers quoted in Appendix A.

First of all, by Rothschild-Stein "lifting theorem," we lift the vector fields $X_{i}(x)$, defined in $\mathbb{R}^{n}$, to new vector fields $\widetilde{X}_{i}(\xi)$ defined on $\mathbb{R}^{N}$, with $\xi=(x, h), h \in \mathbb{R}^{N-n}$. We also set $\tilde{a}_{i j}(t, \xi)=\tilde{a}_{i j}(t, x, h)=a_{i j}(t, x), \widetilde{\Omega}=\Omega \times I$, where $I$ is a neighborhood of the origin in $\mathbb{R}^{N-n}$, $\widetilde{U}=U \times I$ and

$$
\widetilde{H}=\partial_{t}-\sum_{i, j=1}^{q} \tilde{a}_{i j}(t, \xi) \widetilde{X}_{i} \tilde{X}_{j}
$$

All the notations and results introduced in Sections 3, 4 can now be applied to the system of Hörmander vector fields $\left\{\widetilde{X}_{i}\right\}$. To make explicit the context where we are now working, we will denote by $\tilde{d}$ the CC-distance induced in $\widetilde{\Omega}$ by the system $\left\{\widetilde{X}_{i}\right\}$, and by $\tilde{d}_{\mathrm{P}}$ its parabolic
counterpart in $N+1$ variables. Accordingly, the symbol $\widetilde{B}_{r}\left(t_{0}, \xi_{0}\right)$ will denote the $\tilde{d}_{\mathrm{P}}$-ball of center $\left(t_{0}, \xi_{0}\right)$ and radius $r$.

Following a general strategy already employed in [6,7], the proof of Theorem 5.1 will then proceed in three steps.

Step 1. $C^{\alpha}$-estimates for $\widetilde{H}$, when $u$ is a test function with small support in $\mathbb{R}^{N}$.
Theorem 5.2. There exist $r, c>0$ such that for any $u \in C^{2, \alpha}(\widetilde{U})$, $u$ compactly supported in some ball $\widetilde{B}_{r}\left(t_{0}, \xi_{0}\right) \subset \widetilde{U}$,

$$
\|u\|_{C^{2, \alpha}\left(\widetilde{B}_{r}\right)} \leqslant c\left\{\|\tilde{H} u\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|u\|_{L^{\infty}\left(\widetilde{B}_{r}\right)}\right\},
$$

where $c, r$ depend on $\left\{X_{i}\right\}, \alpha, \lambda$ and $\left\|a_{i j}\right\|_{C^{\alpha}(U)}$.
Step 2. $C^{\alpha}$-estimates for $\widetilde{H}$ on a ball, for functions not necessarily vanishing at the boundary.
Theorem 5.3. There exist positive constants $r, c, \beta$ such that for any $u \in C^{2, \alpha}\left(\widetilde{B}_{r}\left(t_{0}, \xi_{0}\right)\right)$, $0<t<s<r$,

$$
\|u\|_{C^{2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant \frac{c}{(s-t)^{\beta}}\left\{\|\widetilde{H} u\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\|u\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\}
$$

where $c, r$ depend on $\left\{X_{i}\right\}, \alpha, \lambda$ and $\left\|a_{i j}\right\|_{C^{\alpha}(U)}, \beta$ depends on $\left\{X_{i}\right\}, \alpha$.
Step 3. $C^{\alpha}$-estimates for $H$ on a ball, for any $u \in C_{\text {loc }}^{2, \alpha}(U)$.
Theorem 5.4. There exist positive constants $r, c, \beta$ such that for any $u \in C^{2, \alpha}\left(B_{r}\left(t_{0}, x_{0}\right)\right)$, $0<t<s<r$,

$$
\|u\|_{C^{2, \alpha}\left(B_{t}\right)} \leqslant \frac{c}{(s-t)^{\beta}}\left\{\|H u\|_{C^{\alpha}\left(B_{s}\right)}+\|u\|_{L^{\infty}\left(B_{s}\right)}\right\},
$$

where $c, r$ depend on $\left\{X_{i}\right\}, \alpha, \lambda$ and $\left\|a_{i j}\right\|_{C^{\alpha}(U)}, \beta$ depends on $\left\{X_{i}\right\}, \alpha$.
Step 1 will be achieved in Section 6, exploiting the results of Sections 2-4, and adapting ideas and techniques already applied in [6,7,29]. Step 2 will be achieved in Section 7, and will follow from step 1 by standard properties of cutoff functions and suitable interpolation inequalities for Hölder norms, which will be proved there. These, in turn, rely both on results and techniques of Section 6, and on the abstract results proved in Section 2. Step 3 will be achieved in Section 8, and will follows from step 2 by known properties of the metrics induced by the vector fields $\left\{X_{i}\right\}$ and $\left\{\widetilde{X}_{i}\right\}$, provided we use an integral characterization of Hölder spaces, which is also proved in Section 8 . Finally, by a covering argument, Theorem 5.1 immediately follows from step 3.

## 6. Operators of type $l$, parametrix and local estimates for functions of small support

In this section we will prove Theorem 5.2, that is the first step in the proof of our basic result, Theorem 5.1. We will use systematically notation and results borrowed from [16,29]; the reader is referred to Appendix A for the details.

Let us start again from the lifted operator

$$
\widetilde{H}=\partial_{t}-\sum_{i, j=1}^{q} \tilde{a}_{i j}(t, \xi) \widetilde{X}_{i} \widetilde{X}_{j}
$$

By Rothschild-Stein "approximation theorem" (see [6, Theorem 1.6]), we can locally approximate the vector fields $\widetilde{X}_{i}$ with left invariant vector fields $Y_{i}$ defined on a homogeneous group $\mathbb{G}$ (which is actually $\mathbb{R}^{N}$ endowed with a suitable Lie group structure). This approximation is expressed by the following identity which holds for every $f \in C_{0}^{\infty}(\mathbb{G})$ :

$$
\begin{equation*}
\widetilde{X}_{i}\left(f\left(\Theta_{\xi}(\cdot)\right)\right)(\eta)=\left(Y_{i} f+R_{i}^{\xi} f\right)\left(\Theta_{\xi}(\eta)\right) \tag{6.1}
\end{equation*}
$$

where $\Theta_{\xi}(\eta)=\Theta(\xi, \eta)$ is a local diffeomorphism in $\mathbb{R}^{N}$, and the vector fields $R_{i}^{\xi}$ are remainders in a suitable sense (see Appendix A or [6]). The superscript $\xi$ in $R_{i}^{\xi}$ recalls that these vector fields depend on the point $\xi$, while they act as derivatives with respect to $\eta$.

We now freeze $\widetilde{H}$ at some point $\left(t_{0}, \xi_{0}\right) \in \widetilde{U}$, and consider the frozen lifted operator

$$
\widetilde{H}_{0}=\partial_{t}-\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right) \widetilde{X}_{i} \widetilde{X}_{j}
$$

To study $\widetilde{H}_{0}$, we will consider its approximating operator, defined on $\mathbb{G}^{\prime}=\mathbb{R} \times \mathbb{G}$ :

$$
\mathcal{H}_{0}=\partial_{t}-\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right) Y_{i} Y_{j}
$$

Here we regard $\mathbb{G}^{\prime}$ as a homogeneous group, with translations

$$
(t, \xi) \circ(s, \eta)=(t+s, \xi \circ \eta),
$$

dilations

$$
D(\lambda)(t, \xi)=\left(\lambda^{2} t, D(\lambda) \xi\right)
$$

and homogeneous dimension $Q^{\prime}=Q+2$, where $Q$ is the homogeneous dimension of $\mathbb{G}$. Since $\mathcal{H}_{0}$ is left invariant and homogeneous of degree 2 in $\mathbb{G}^{\prime}$, by known results by Folland (see [16, Sections 2, 3]), it has a fundamental solution, denoted by

$$
h\left(t_{0}, \xi_{0}, s, u\right)
$$

which is homogeneous of degree $2-Q^{\prime}=-Q$. Also, $h\left(t_{0}, \xi_{0}, s, u\right)$ is nonnegative and vanishes for $s<0$.

Throughout this section, $\tilde{d}$ will denote the CC-distance induced in $\widetilde{\Omega}$ by the system $\left\{\widetilde{X}_{i}\right\}$, and $\tilde{d}_{\mathrm{P}}$ its parabolic counterpart in $N+1$ variables. Moreover, we will use the quasidistance, introduced by Rothschild and Stein in [29]:

$$
\tilde{d}^{\prime}(\xi, \eta)=\|\Theta(\xi, \eta)\|,
$$

where $\|\cdot\|$ is the homogeneous norm in $\mathbb{G}$; note that $\tilde{d}^{\prime}$ is defined only locally and it is a quasidistance, equivalent to $\tilde{d}$; we will also set

$$
\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))=\sqrt{\tilde{d}^{\prime}(\xi, \eta)^{2}+|t-s|}
$$

Obviously, $\tilde{d}_{\mathrm{P}}^{\prime}$ is a quasidistance, equivalent to $\tilde{d}_{\mathrm{P}}$. Note also that, denoting by

$$
\widetilde{B}((t, \xi) ;(s, \eta))=\widetilde{B}_{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))}(t, \xi),
$$

we have

$$
|\widetilde{B}((t, \xi) ;(s, \eta))| \simeq \tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))^{Q+2}
$$

Notation 6.1. Henceforth we will use the symbol $D^{k}$ to understand the sum of all space derivatives of order $k$. For instance, in the statement of the lemma here below, the symbol

$$
\left\|f \partial_{t}^{h} D^{k} \varphi\right\|_{C^{\alpha}}
$$

stands for

$$
\sum_{1 \leqslant i_{j} \leqslant q}\left\|f \partial_{t}^{h} \widetilde{X}_{i_{1}} \cdots \widetilde{X}_{i_{k}} \varphi\right\|_{C^{\alpha}}
$$

Lemma 6.2 (Cutoff functions). For any $0<\rho<r,(t, \xi) \in \mathbb{R}^{N+1}$ there exists $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$ with the following properties:
(i) $0 \leqslant \varphi \leqslant 1, \varphi \equiv 1$ on $\widetilde{B}_{\rho}(t, \xi)$ and $\operatorname{sprt} \varphi \subseteq \widetilde{B}_{r}(t, \xi)$;
(ii)

$$
\begin{equation*}
\left|\partial_{t}^{h} D^{k} \varphi\right| \leqslant \frac{c_{k, h}}{(r-\rho)^{k+2 h}} \quad \text { for } k, h \in \mathbb{N} \tag{6.2}
\end{equation*}
$$

(iii) for any $f \in C^{\alpha}$,

$$
\begin{equation*}
\left\|f \partial_{t}^{h} D^{k} \varphi\right\|_{C^{\alpha}} \leqslant \frac{c_{k, h}}{(r-\rho)^{k+2 h+1}}\|f\|_{C^{\alpha}} \quad \text { for } k, h \in \mathbb{N} \tag{6.3}
\end{equation*}
$$

and $r-\rho$ small enough.
We will write

$$
\widetilde{B}_{\rho}(t, \xi) \prec \varphi \prec \widetilde{B}_{r}(t, \xi)
$$

to indicate that $\varphi$ satisfies all the previous properties.
Proof of Lemma 6.2. Since $\widetilde{B}_{\rho} \prec \varphi \prec \widetilde{B}_{r}$ implies $\widetilde{B}_{\rho^{\prime}} \prec \varphi \prec \widetilde{B}_{r}$ for any $\rho^{\prime}<\rho$, we can assume without loss of generality that $\rho \geqslant r / 2$.

The proof of (i), (ii) is very similar to the proof of [6, Lemma 3.3]; we repeat it for convenience of the reader. Pick a function $f:[0, \infty) \rightarrow[0,1]$ satisfying:

$$
\begin{gather*}
f \equiv 1 \quad \text { in }[0, \rho], \quad f \equiv 0 \quad \text { in }[r, \infty), \quad f \in C^{\infty}(0, \infty), \\
\left|f^{(k)}\right| \leqslant \frac{c_{k}}{(r-\rho)^{k}} \quad \text { for } k=1,2, \ldots \tag{6.4}
\end{gather*}
$$

Setting $\varphi(s, \eta)=f\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))\right)$, we can compute

$$
\begin{gather*}
\widetilde{X}_{i} \varphi(s, \eta)=f^{\prime}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))\right) \tilde{X}_{i}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \cdot))\right)(\eta),  \tag{6.5}\\
\widetilde{X}_{i} \widetilde{X}_{j} \varphi(s, \eta)=f^{\prime \prime}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))\right) \widetilde{X}_{i}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \cdot))\right)(\eta) \widetilde{X}_{j}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \cdot))\right)(\eta) \\
+f^{\prime}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))\right) \widetilde{X}_{i} \widetilde{X}_{j}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \cdot))\right)(\eta) . \tag{6.6}
\end{gather*}
$$

Next, we use the approximation theorem:

$$
\begin{align*}
\tilde{X}_{i}\left(\sqrt{\|\Theta(\xi, \cdot)\|^{2}+|t-s|}\right)(\eta) & =\left(\left(Y_{i}+R_{i}^{\xi}\right)\left(\sqrt{\|\cdot\|^{2}+|t-s|}\right)\right)(\Theta(\xi, \eta)) \\
& =\frac{\|\Theta(\xi, \eta)\|}{\sqrt{\|\Theta(\xi, \eta)\|^{2}+|t-s|}}\left(\left(Y_{i}+R_{i}^{\xi}\right)(\|\cdot\|)\right)(\Theta(\xi, \eta)) \tag{6.7}
\end{align*}
$$

By homogeneity of the norm, $Y_{i}(\|u\|)$ is bounded and, since $R_{i}^{\xi}$ has local degree $\leqslant 0, R_{i}^{\xi}(\|u\|)$ is also uniformly bounded; hence

$$
\begin{equation*}
\left|\tilde{X}_{i}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \cdot))\right)(\eta)\right| \leqslant c . \tag{6.8}
\end{equation*}
$$

Analogously,

$$
\begin{equation*}
\left|\tilde{X}_{i} \tilde{X}_{j}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \cdot))\right)(\eta)\right| \leqslant \frac{c}{\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))} \tag{6.9}
\end{equation*}
$$

for $\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))$ small enough. Then (6.4), (6.5), (6.8) imply

$$
\left|\widetilde{X}_{i} \varphi(s, \eta)\right| \leqslant \frac{c}{r-\rho}
$$

Since $f^{\prime}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))\right) \neq 0$ for $\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))>\rho,(6.4),(6.6)$, (6.8), (6.9) imply:

$$
\left|\tilde{X}_{i} \tilde{X}_{j} \varphi(s, \eta)\right| \leqslant \frac{c}{(r-\rho)^{2}}+\frac{c}{\rho(r-\rho)} \leqslant c \frac{r}{\rho(r-\rho)^{2}} \leqslant \frac{c}{(r-\rho)^{2}}
$$

proceeding analogously we get

$$
\left|D^{k} \varphi(s, \eta)\right| \leqslant c \sum_{i=0}^{k-1} \frac{1}{\rho^{i}(r-\rho)^{k-i}}=\frac{c}{(r-\rho)^{k}} \sum_{i=0}^{k-1} \frac{(r-\rho)^{i}}{\rho^{i}} \leqslant \frac{c}{(r-\rho)^{k}}
$$

Moreover,

$$
\begin{gathered}
\partial_{s} \varphi(s, \eta)=f^{\prime}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))\right) \partial_{s}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(\cdot, \eta))\right)(s) \text { and } \\
\left|\partial_{s}\left(\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(\cdot, \eta))\right)(s)\right| \leqslant \frac{c}{\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))}
\end{gathered}
$$

hence

$$
\left|\partial_{s} \varphi(s, \eta)\right| \leqslant \frac{c}{\rho(r-\rho)} \leqslant c \frac{r}{\rho(r-\rho)^{2}} \leqslant \frac{c}{(r-\rho)^{2}}
$$

Analogously,

$$
\left|\partial_{s}^{h} \varphi(s, \eta)\right| \leqslant \frac{c}{(r-\rho)^{2 h}}
$$

Combining these computations we can complete the proof of (i) and (ii).
To prove (iii), we apply (4.12) to $\partial_{s}^{h} D^{k} \varphi$. By (6.2) we get

$$
\begin{aligned}
& \left|\partial_{s}^{h} D^{k} \varphi(u, \zeta)-\partial_{s}^{h} D^{k} \varphi(s, \eta)\right| \\
& \quad \leqslant \sup \left|\partial_{s}^{h} D^{k+1} \varphi\right| \tilde{d}(\zeta, \eta)+\sup \left|\partial_{s}^{h+1} D^{k} \varphi\right||u-s| \\
& \quad \leqslant c_{k, h}\left[\frac{1}{(r-\rho)^{k+2 h+1}} \tilde{d}_{\mathrm{P}}^{\prime}((u, \zeta),(s, \eta))+\frac{1}{(r-\rho)^{k+2 h+2}} \tilde{d}_{\mathrm{P}}^{\prime}((u, \zeta),(s, \eta))^{2}\right]
\end{aligned}
$$

Now, if $\tilde{d}_{\mathrm{P}}^{\prime}((u, \zeta),(s, \eta)) \leqslant r-\rho$, then

$$
\left|\partial_{s}^{h} D^{k} \varphi(u, \zeta)-\partial_{s}^{h} D^{k} \varphi(s, \eta)\right| \leqslant \frac{c_{k, h}}{(r-\rho)^{k+2 h+1}} \tilde{d}_{\mathrm{P}}^{\prime}((u, \zeta),(s, \eta))
$$

if $\tilde{d}_{\mathrm{P}}^{\prime}((u, \zeta),(s, \eta))>r-\rho$, then

$$
\begin{aligned}
\left|\partial_{s}^{h} D^{k} \varphi(u, \zeta)-\partial_{s}^{h} D^{k} \varphi(s, \eta)\right| & \leqslant\left|\partial_{s}^{h} D^{k} \varphi(u, \zeta)\right|+\left|\partial_{s}^{h} D^{k} \varphi(s, \eta)\right| \\
& \leqslant \frac{c}{(r-\rho)^{k+2 h}} \leqslant \frac{c}{(r-\rho)^{k+2 h}} \cdot \frac{\tilde{d}_{\mathrm{P}}^{\prime}((u, \xi),(s, \eta))}{r-\rho} \\
& \leqslant \frac{c_{k, h}}{(r-\rho)^{k+2 h+1}} \tilde{d}_{\mathrm{P}}^{\prime}((u, \zeta),(s, \eta))
\end{aligned}
$$

This, together with (6.2), means that

$$
\left\|\partial_{s}^{h} D^{k} \zeta\right\|_{C^{\alpha}} \leqslant \frac{c_{k, h}}{(r-\rho)^{k+2 h+1}}
$$

which by (4.3) implies (6.3).
Let us recall the key definition which describes the singular and fractional integral operators which appear in this context.

Definition 6.3. As above, let $h\left(t_{0}, \xi_{0}, s, u\right)$ be the fundamental solution of $\mathcal{H}_{0}$, homogeneous of degree $2-Q^{\prime}=-Q$. We say that $k\left(t_{0}, \xi_{0} ; t, \xi, \eta\right)$ is a frozen kernel of type $\ell$, for some nonnegative integer $\ell$, if for every positive integer $m$ there exists a positive integer $H_{m}$ such that

$$
\begin{aligned}
k\left(t_{0}, \xi_{0} ; t, \xi, \eta\right)= & \sum_{i=1}^{H_{m}} a_{i}(\xi) b_{i}(\eta)\left[D_{i} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t, \Theta(\eta, \xi)) \\
& +a_{0}(\xi) b_{0}(\eta)\left[D_{0} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t, \Theta(\eta, \xi))
\end{aligned}
$$

where $a_{i}, b_{i}\left(i=0,1, \ldots, H_{m}\right)$ are test functions, $D_{i}$ are differential operators such that: for $i=1, \ldots, H_{m}, D_{i}$ is homogeneous of degree $\leqslant 2-\ell$ (so that $D_{i} h\left(t_{0}, \xi_{0} ; \cdot\right.$ ) is a homogeneous function of degree $\left.\geqslant \ell-Q^{\prime}\right)$, and $D_{0}$ is a differential operator such that $D_{0} h\left(t_{0}, \xi_{0} ; \cdot\right)$ has $m$ derivatives with respect to the vector fields $Y_{i}(i=1, \ldots, q)$.

We say that $T\left(t_{0}, \xi_{0}\right)$ is a frozen operator of type $\ell \geqslant 1$ if $k\left(t_{0}, \xi_{0} ; t, \xi, \eta\right)$ is a frozen kernel of type $\ell$ and

$$
T\left(t_{0}, \xi_{0}\right) f(t, \xi)=\int_{-\infty}^{t} \int_{\mathbb{R}^{N}} k\left(t_{0}, \xi_{0} ; t-s, \xi, \eta\right) f(s, \eta) d s d \eta ;
$$

we say that $T\left(t_{0}, \xi_{0}\right)$ is a frozen operator of type 0 if $k\left(t_{0}, \xi_{0} ; t, \xi, \eta\right)$ is a frozen kernel of type 0 (or "frozen singular integral") and

$$
\begin{align*}
T\left(t_{0}, \xi_{0}\right) f(t, \xi)= & P V \int_{-\infty}^{t} \int_{\mathbb{R}^{N}} k\left(t_{0}, \xi_{0} ; t-s, \xi, \eta\right) f(s, \eta) d s d \eta \\
& +\alpha\left(t_{0}, \xi_{0}\right) \beta(t, \xi) f(t, \xi) \tag{6.10}
\end{align*}
$$

where $\alpha$ is bounded and $\beta$ is smooth. Explicitly, the principal value of the integral is defined as

$$
P V \int_{-\infty}^{t} \int_{\mathbb{R}^{N}} \ldots d s d \eta=\lim _{\varepsilon \rightarrow 0} \int_{\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))>\varepsilon} \ldots d s d \eta
$$

The link between this definition and the abstract theory of Section 2 is contained in the following proposition.

## Proposition 6.4. Let

$$
k_{j}(t, \xi, s, \eta)=a(\xi) b(\eta)\left[D_{j} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t-s, \Theta(\eta, \xi))
$$

be a kernel like those appearing in Definition 6.3 , with $D_{j}$ differential operator homogeneous of degree $j$ (we now leave the dependence on the frozen point ( $t_{0}, \xi_{0}$ ) implicitly understood). Then:
(i) (growth condition) $k_{j}$ satisfies (2.4) in the form:

$$
\left|k_{j}(t, \xi, s, \eta)\right| \leqslant \frac{c}{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))^{Q+j}} \leqslant c \frac{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))^{2-j}}{|\widetilde{B}((t, \xi) ;(s, \eta))|}
$$

(ii) (mean value inequality) $k_{j}$ satisfies (2.5) in the form:

$$
\begin{aligned}
\left|k_{j}(t, \xi, s, \eta)-k_{j}\left(t_{1}, \xi_{1}, s, \eta\right)\right| & \leqslant c \frac{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(t, \xi)\right)}{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)^{Q+j+1}} \\
& \leqslant c \frac{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(t, \xi)\right)^{2-j}}{|\widetilde{B}((t, \xi) ;(s, \eta))|} \cdot\left(\frac{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(t, \xi)\right)}{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)}\right)
\end{aligned}
$$

when $\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)>2 \tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(t, \xi)\right)$;
(iii) (cancellation properties) if $j=2$, then $k_{j}$ satisfies property (2.8), in the form

$$
\left|\int_{r<\tilde{d}_{\mathrm{p}}((t, \xi),(s, \eta))<R} k_{j}(t, \xi, s, \eta) d s d \eta\right| \leqslant c
$$

with $c$ independent of $r, R$, and satisfies (2.9), in the form

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0}\left|\int_{\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))>\varepsilon} k_{j}(t, \xi, s, \eta) d s d \eta-\int_{\tilde{d}_{\mathrm{P}}^{\prime}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)>\varepsilon} k_{j}\left(t_{1}, \xi_{1}, s, \eta\right) d s d \eta\right| \\
& \leqslant c \tilde{d}_{\mathrm{P}}\left(t_{1}, \xi_{1}, t, \xi\right)^{\gamma}
\end{aligned}
$$

for every $\gamma \in(0,1)$.
Remark 6.5. Point (ii) of this proposition is similar to, but sharper than, Proposition 2.17 of [6]. The point is that, to get Schauder estimates for any $\alpha \in(0,1)$, here we need (2.5) with exponent $\beta=1$ at the numerator, while in [6], following Rothschild and Stein, we only get $\beta=1 / s$ with $s=$ step of Hörmander's condition. Also, point (iii) of this proposition is similar to, but stronger than, Lemma 4.11 of [7].

Proof of Proposition 6.4. By the uniform Gaussian estimates proved in [1] for the fundamental solution of $\mathcal{H}_{0}$, we know that

$$
\begin{equation*}
\left|\partial_{s}^{k} Y_{i_{1}} Y_{i_{2}} \cdots Y_{i_{r}} h\left(t_{0}, \xi_{0}, s, u\right)\right| \leqslant c_{1} \frac{e^{-c_{2}\|u\|^{2} / s}}{s Q / 2+k+r / 2} \tag{6.11}
\end{equation*}
$$

with $c_{1}, c_{2}$ independent of $\left(t_{0}, \xi_{0}\right)$. More generally, if $D_{k}$ is a differential operator homogeneous of degree $k$, we can write:

$$
\begin{align*}
\left|D_{k} h\left(t_{0}, \xi_{0}, s, u\right)\right| & \leqslant c_{1} \frac{e^{-c_{2}\|u\|^{2} / s}}{s Q / 2+k / 2} \leqslant c_{1}\left(\frac{\|u\|^{2}+s}{s}\right)^{\frac{Q+k}{2}} \frac{e^{-c_{2}\|u\|^{2} / s}}{\left(\|u\|^{2}+s\right)^{(Q+k) / 2}} \\
& \leqslant \frac{c_{3}}{\left(\|u\|^{2}+s\right)^{(Q+k) / 2}} \tag{6.12}
\end{align*}
$$

because the function $\alpha \mapsto(1+\alpha)^{\frac{Q+k}{2}} e^{-c_{2} \alpha}$ is bounded on [ $0, \infty$ ). Again, the constant $c_{3}$ is independent of $\left(t_{0}, \xi_{0}\right)$. This implies, for the kernel $k_{j}$ in the statement of this proposition,

$$
\left|k_{j}(t, \xi, s, \eta)\right| \leqslant \frac{c_{3}}{\left(\|\Theta(\eta, \xi)\|^{2}+|t-s|\right)^{(Q+j) / 2}} \leqslant \frac{c}{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))^{Q+j}}
$$

which is (i).
To prove (ii), fix $\left(t_{1}, \xi_{1}\right),(s, \eta)$, and let $2 r=\tilde{d}_{\mathrm{P}}\left(t_{1}, \xi_{1}, s, \eta\right)$; then condition

$$
\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)>2 \tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(t, \xi)\right)
$$

means that $(t, \xi)$ is a point ranging in $\widetilde{B}_{r}\left(t_{1}, \xi_{1}\right)$. Let $\varphi(t, \xi)$ be a cutoff function such that

$$
\widetilde{B}_{r}\left(t_{1}, \xi_{1}\right) \prec \varphi \prec \widetilde{B}_{\frac{3}{2} r}\left(t_{1}, \xi_{1}\right)
$$

(see Lemma 6.2) and let

$$
u(t, \xi)=k_{j}(t, \xi, s, \eta) \varphi(t, \xi)
$$

Then $u \in C_{0}^{1,0}\left(\widetilde{B}_{\frac{3}{2}} r\left(t_{1}, \xi_{1}\right)\right)$, and, for $\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(t, \xi)\right)<r$, we can apply property (ii) of Proposition 4.2:

$$
\begin{align*}
& \left|k_{j}(t, \xi, s, \eta)-k_{j}\left(t_{1}, \xi_{1}, s, \eta\right)\right| \\
& \quad=\left|u(t, \xi)-u\left(t_{1}, \xi_{1}\right)\right| \\
& \quad \leqslant \tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(t, \xi)\right)\left\{\left.\sup _{(\tau, \zeta) \in \widetilde{B}_{\frac{3}{2} r} r\left(t_{1}, \xi_{1}\right)}|\widetilde{X} u(\tau, \zeta)|+\frac{3}{2} r \sup _{(\tau, \zeta) \in \widetilde{B}_{\frac{3}{2}} r} \right\rvert\, t_{1}, \xi_{1}\right)  \tag{6.13}\\
& \left.\left|u_{t}(\tau, \zeta)\right|\right\} .
\end{align*}
$$

Now,

$$
\begin{aligned}
\widetilde{X}_{h} u(\tau, \zeta)=\widetilde{X}_{h} k_{j} & (\tau, \zeta, s, \eta) \varphi(\tau, \zeta)+k_{j}(\tau, \zeta, s, \eta) \widetilde{X}_{h} \varphi(\tau, \zeta)=I+I I \quad \text { and } \\
\widetilde{X}_{h} k_{j}(\tau, \zeta, s, \eta)= & a(\zeta) b(\eta)\left(Y_{h} D_{j} h\right)\left(t_{0}, \xi_{0}, \tau-s, \Theta(\zeta, \eta)\right) \\
& +a(\zeta) b(\eta)\left(R_{h}^{\zeta} D_{j} h\right)\left(t_{0}, \xi_{0}, \tau-s, \Theta(\zeta, \eta)\right) \\
& +a(\zeta) \widetilde{X}_{h} b(\eta)\left(D_{j} h\right)\left(t_{0}, \xi_{0}, \tau-s, \Theta(\zeta, \eta)\right)
\end{aligned}
$$

so that

$$
|I| \leqslant \frac{c \varphi(\tau, \zeta)}{\tilde{d}_{\mathrm{P}}((\tau, \zeta),(s, \eta))^{Q+j+1}} \leqslant \frac{c}{r^{Q+j+1}} \leqslant \frac{c}{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)^{Q+j+1}}
$$

where we have used the fact that, for $(\tau, \zeta) \in \widetilde{B}_{(3 / 2) r}\left(t_{1}, \xi_{1}\right)$ and $2 r=\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)$, we have $\tilde{d}_{\mathrm{P}}((\tau, \zeta),(s, \eta)) \geqslant c r$. On the other hand,

$$
|I I| \leqslant \frac{c}{r} \cdot \frac{c}{\tilde{d}_{\mathrm{P}}((\tau, \zeta),(s, \eta))^{Q+j}} \leqslant \frac{c}{r^{Q+j+1}} \leqslant \frac{c}{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)^{Q+j+1}} .
$$

Similarly,

$$
u_{t}(\tau, \zeta)=\partial_{t} k_{j}(\tau, \zeta, s, \eta) \varphi(\tau, \zeta)+k_{j}(\tau, \zeta, s, \eta) \varphi_{t}(\tau, \zeta)=I_{t}+I I_{t}
$$

with

$$
\begin{gathered}
\left|I_{t}\right| \leqslant c\left|\partial_{t} D_{j} h\left(t_{0}, \xi_{0}, \tau-s, \Theta(\zeta, \eta)\right) \varphi(\tau, \zeta)\right| \leqslant \frac{c \varphi(\tau, \zeta)}{\tilde{d}_{\mathrm{P}}((\tau, \zeta),(s, \eta))^{Q+j+2}} \leqslant \frac{c}{r^{Q+j+2}} \text { and } \\
\left|I I_{t}\right| \leqslant \frac{c}{r^{2}} \cdot \frac{c}{\tilde{d}_{\mathrm{P}}((\tau, \zeta),(s, \eta))^{Q+j}} \leqslant \frac{c}{r^{Q+j+2}} .
\end{gathered}
$$

Therefore,

$$
r \sup _{(\tau, \zeta) \in \widetilde{B}_{\frac{3}{2} r} r\left(t_{1}, \xi_{1}\right)}\left|u_{t}(\tau, \zeta)\right| \leqslant \frac{c}{r^{Q+j+1}} \leqslant \frac{c}{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)^{Q+j+1}}
$$

and, finally, by (6.13), we get

$$
\left|k(t, \xi, s, \eta)-k\left(t_{1}, \xi_{1}, s, \eta\right)\right| \leqslant c \frac{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(t, \xi)\right)}{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)^{Q+j+1}}
$$

when $\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right) \geqslant 2 \tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(t, \xi)\right)$.
To prove (iii) when $j=2$, we proceed similarly to the proof of [7, Lemma 4.11]: if

$$
k_{2}(t, \xi, s, \eta)=a(\xi) b(\eta)\left[D_{2} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t-s, \Theta(\eta, \xi))
$$

where $\left[D_{2} h\left(t_{0}, \xi_{0} ; \cdot\right)\right]$ is homogeneous of degree $-Q^{\prime}$, we split $k_{j}$ as follows:

$$
\begin{aligned}
k_{2}(t, \xi, s, \eta)= & \frac{a(\xi) b(\xi) c(\xi)\left[D_{2} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t-s, \Theta(\eta, \xi))}{g(\xi, \Theta(\xi, \eta))} \\
& +\frac{a(\xi) b(\xi)\left[D_{2} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t-s, \Theta(\eta, \xi))}{g(\xi, \Theta(\xi, \eta))}[g(\xi, \Theta(\xi, \eta))-c(\xi)] \\
& +a(\xi)[b(\eta)-b(\xi)]\left[D_{2} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t-s, \Theta(\eta, \xi)) \\
\equiv & k_{a}(t, \xi, s, \eta)+k_{b}(t, \xi, s, \eta)+k_{c}(t, \xi, s, \eta)
\end{aligned}
$$

where $g$ and $c(\xi)$ are the functions appearing in the following formula of change of variables (see [6, Theorem 1.7]):

$$
u=\Theta(\xi, \eta) ; \quad d \eta=g(\xi, u) d u ; \quad g(\xi, u)=c(\xi)(1+O(\|u\|))
$$

We will prove that $k_{a}, k_{b}, k_{c}$ satisfy (2.8) and (2.9). First, let us note that $k_{a}$ is singular, but satisfies the strong vanishing property, with respect to the quasidistance $\tilde{d}_{\mathrm{P}}^{\prime}$ :
$\int_{r<\tilde{d}_{\mathrm{p}}^{\prime}((\xi, t),(\eta, s))<R} k_{a}(t, \xi, s, \eta) d \eta d s=a(\xi) b(\xi) c(\xi) \int_{r<\sqrt{\|u\|^{2}+|s|<R}} D_{2} h\left(t_{0}, \xi_{0} ; s, u\right) d u d s=0$,
where the last integral vanishes by a known property of homogeneous distributions of degree $-Q^{\prime}$ in homogeneous groups (see [16, Proposition 1.8]). Hence $k_{a}$ obviously satisfies (2.8) and (2.9), for any $\gamma$.

On the other side, let us check that both $k_{b}$ and $k_{c}$ are fractional integral kernels that satisfy properties (2.12) and (2.13) with $\beta=\delta=1$. As we have seen in the proof of Theorem 2.11, this implies that $k_{b}$ and $k_{c}$ also satisfy (2.8) and (2.9) with any $\gamma<1$. Namely,

$$
\begin{aligned}
k_{b}(t, \xi, s, \eta) & =\frac{a(\xi) b(\xi)\left[D_{2} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t-s, \Theta(\eta, \xi))}{g(\xi, \Theta(\xi, \eta))}[g(\xi, \Theta(\xi, \eta))-c(\xi)] \\
& =\frac{a(\xi) b(\xi)\left[D_{2} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t-s, \Theta(\eta, \xi))}{1+O(\|\Theta(\xi, \eta)\|)} O(\|\Theta(\xi, \eta)\|)
\end{aligned}
$$

so that

$$
\left|k_{b}(t, \xi, s, \eta)\right| \leqslant \frac{c|a(\xi) b(\xi)|}{\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta)) Q^{Q^{\prime}-1}} \leqslant \frac{c|a(\xi) b(\xi)|}{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))^{Q^{\prime}-1}} .
$$

Finally, since $b$ is smooth, and

$$
\begin{aligned}
|\xi-\eta| & \leqslant c \tilde{d}(\xi, \eta) \leqslant c \tilde{d}^{\prime}(\xi, \eta) \leqslant c \tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta)) \\
\left|k_{c}(t, \xi, s, \eta)\right| & =\left|a(\xi)[b(\eta)-b(\xi)]\left[D h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t-s, \Theta(\eta, \xi))\right| \\
& \leqslant c|a(\xi)||\eta-\xi|\left|D h\left(t_{0}, \xi_{0} ; \cdot\right)(t-s, \Theta(\eta, \xi))\right| \\
& \leqslant \frac{c|a(\xi)|}{\tilde{d}_{\mathrm{P}}^{\prime}((t, \xi),(s, \eta))^{Q^{\prime}-1}} \leqslant \frac{c|a(\xi)|}{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))^{Q^{\prime}-1}}
\end{aligned}
$$

This means that $k_{b}$ and $k_{c}$ satisfy (2.12). A similar and more tedious computation shows that (2.13) also holds with $\beta=\delta=1$.

Theorem 6.6. Let $T\left(t_{0}, \xi_{0}\right)$ is a frozen operator of type $\ell \geqslant 0$ and $\widetilde{B}_{r}$ a $\tilde{d}_{\mathrm{P}}$-ball in $\mathbb{R}^{N+1}$, then $T\left(t_{0}, \xi_{0}\right)$ is continuous on $C^{\alpha}\left(\widetilde{B}_{r}\right)$ :

$$
\left\|T\left(t_{0}, \xi_{0}\right) f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)} \leqslant c\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)} .
$$

Proof. We prove the theorem for frozen operators of type 0 , being the other cases implicitly contained in this, by Definition 6.3. So, let $T\left(t_{0}, \xi_{0}\right)$ be as in (6.10). Throughout this proof, we will apply the results of Section 2 to the homogeneous space

$$
\left(\widetilde{B}_{r}, \tilde{d}_{\mathrm{P}}, d t d \xi\right)
$$

This is possible in view of Proposition 3.8.
The multiplication operator

$$
f \mapsto \alpha\left(t_{0}, \xi_{0}\right) \beta f
$$

is obviously continuous on $C^{\alpha}\left(\widetilde{B}_{r}\right)$, by (4.3), because $\beta$ is a smooth function. On the other hand, by Definition 6.3, the kernel of $T\left(t_{0}, \xi_{0}\right)$ is a finite sum of kernels of the kind

$$
k_{j}(t, \xi, s, \eta)=a(\xi) b(\eta)\left[D_{j} h\left(t_{0}, \xi_{0} ; \cdot\right)\right](t-s, \Theta(\eta, \xi))
$$

with $\left[D_{j} h\left(t_{0}, \xi_{0} ; \cdot\right)\right]$ homogeneous of some degree $j \geqslant-Q^{\prime}$ (that is, $D_{j}$ is homogeneous of degree $j \leqslant 2$ ), plus a regular kernel.

This regular part obviously satisfies (2.12) and (2.13) with $\beta=\delta=1$ on any bounded domain, by Proposition 4.2 (ii), hence defines a continuous operator on $C^{\alpha}\left(\widetilde{B}_{r}\right)$, by Theorem 2.11.

By Proposition 6.4, we get that:
If $j<2$, then $k_{j}$ satisfies (2.12) and (2.13) with $\beta=1$ and $\delta=2-j$; the operator with kernel $k_{j}$ is a fractional integral operator, continuous on $C^{\alpha}\left(\widetilde{B}_{r}\right)$ for any $\alpha \in(0,1)$, by Theorem 2.11.

If $j=2$, the kernel $k_{j}$ satisfies (2.4), (2.5) with $\beta=1$, (2.8), and (2.9), with any $\gamma<1$; the operator with kernel $k_{j}$ is a singular integral operator, continuous on $C^{\alpha}\left(\widetilde{B}_{r}\right)$ for any $\alpha<\gamma$, and therefore for any $\alpha \in(0,1)$, by Theorem 2.7.

With Theorem 6.6 at hand, we can complete the proof of Theorem 5.2 with a fairly straightforward adaptation of techniques contained in [6,7,29]. For convenience of the reader, we present a reasonably detailed proof.

As in [29, Theorem 8] (for a detailed proof see [6, Lemma 2.9]), we have:
Proposition 6.7. If $T\left(t_{0}, \xi_{0}\right)$ is a frozen operator of type $\ell \geqslant 1$, then $\widetilde{X}_{i} T\left(t_{0}, \xi_{0}\right)$ is a frozen operator of type $\ell-1$.

Next, we recall the basic "representation formula" which holds in this context (compare with [6, Theorem 3.1]).

Theorem 6.8 (Parametrix for $\widetilde{H}_{0}$ ). For every test function a, every $t_{0}, \xi_{0}$, there exist a frozen operator of type two, $P^{*}\left(t_{0}, \xi_{0}\right)$, and $q^{2}$ frozen operators of type one, $S_{i j}\left(t_{0}, \xi_{0}\right)(i, j=1, \ldots, q)$, such that for every compactly supported function $f \in C^{2, \alpha}$,

$$
\begin{equation*}
P^{*}\left(t_{0}, \xi_{0}\right) \widetilde{H}_{0} f(t, \xi)=a(\xi) f(t, \xi)+\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right) S_{i j}\left(t_{0}, \xi_{0}\right) f(t, \xi) \tag{6.14}
\end{equation*}
$$

In particular,

$$
P^{*}\left(t_{0}, \xi_{0}\right) f(\xi)=\int_{-\infty}^{t} \int_{\mathbb{R}^{N}} a(\eta) b(\xi) h\left(t_{0}, \xi_{0} ; t-s, \Theta(\xi, \eta)\right) f(s, \eta) d \eta d s
$$

Sketch of the proof. (See [6] for details.) 1. One considers the formally transposed operator

$$
\widetilde{H}_{0}^{*}=\partial_{t}-\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right) \widetilde{X}_{i}^{*} \widetilde{X}_{j}^{*}
$$

and the corresponding approximating operator

$$
\mathcal{H}_{0}=\partial_{t}-\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right) Y_{i} Y_{j}
$$

(recall that, on the group $\mathbb{G}, Y_{i}^{*}$ simply coincides with $-Y_{i}$, see, e.g., [29, p. 252]).
2. One defines

$$
P_{0}\left(t_{0}, \xi_{0}\right) f(t, \xi)=\int_{-\infty}^{t} \int_{\mathbb{R}^{N}} a(\xi) b(\eta) h\left(t_{0}, \xi_{0} ; t-s, \Theta(\eta, \xi)\right) f(s, \eta) d \eta d s
$$

where $h\left(t_{0}, \xi_{0} ; \cdot\right)$ is the fundamental solution of $\mathcal{H}_{0}$, and $a, b$ are suitable cutoff functions.
3. One computes $\widetilde{H}_{0}^{*} P_{0}\left(t_{0}, \xi_{0}\right) f(t, \xi)$ by means of relation (6.1), and finds the identity

$$
\widetilde{H}_{0}^{*} P_{0}\left(t_{0}, \xi_{0}\right) f(t, \xi)=a(\xi) f(t, \xi)+\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right) S_{i j}^{*}\left(t_{0}, \xi_{0}\right) f(t, \xi)
$$

where $S_{i j}^{*}\left(t_{0}, \xi_{0}\right)$ are frozen kernels of type 1 , by Proposition 6.7.
4. One transposes the last identity and finds

$$
P^{*}\left(t_{0}, \xi_{0}\right) \widetilde{H}_{0} f(t, \xi)=a(\xi) f(t, \xi)+\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right) S_{i j}\left(t_{0}, \xi_{0}\right) f(t, \xi)
$$

where the $S_{i j}\left(t_{0}, \xi_{0}\right)$ 's are frozen kernels of type 1 , and $P^{*}\left(t_{0}, \xi_{0}\right)$ is a frozen kernel of type 2 ; namely,

$$
P^{*}\left(t_{0}, \xi_{0}\right) f(\xi)=\int_{0}^{t} \int_{\mathbb{R}^{N}} a(\eta) b(\xi) h\left(t_{0}, \xi_{0} ; t-s, \Theta(\xi, \eta)\right) f(s, \eta) d \eta d s
$$

This is exactly the identity (6.14).
Next, we want to take the second derivative $\widetilde{X}_{h} \widetilde{X}_{k}$ of both sides of (6.14), to get a representation formula for the second derivatives of a test function. To perform this computation, the following property is crucial.

Proposition 6.9. If $S\left(t_{0}, \xi_{0}\right)$ is any frozen operator of type 1 , there exist $q+1$ frozen operator of type $2, P\left(t_{0}, \xi_{0}\right), P^{k}\left(t_{0}, \xi_{0}\right)(k=1,2, \ldots, q)$ such that

$$
S\left(t_{0}, \xi_{0}\right) f(t, \xi)=\sum_{k=1}^{q} P^{k}\left(t_{0}, \xi_{0}\right) X_{k} f(t, \xi)+P\left(t_{0}, \xi_{0}\right) f(t, \xi)
$$

In the stationary case, this property is contained in [29, Theorem 9, p. 292]; in this computation the presence of the time variable is irrelevant, hence the proposition holds.

Conclusion of the proof of Theorem 5.2 (Sketch). By Proposition 6.9, one can rewrite the parametrix formula (6.14) in the form:

$$
\begin{aligned}
P^{*}\left(t_{0}, \xi_{0}\right) \tilde{H}_{0} f(t, \xi)= & a(\xi) f(t, \xi) \\
& +\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right)\left\{\sum_{k=1}^{q} P_{i j}^{k}\left(t_{0}, \xi_{0}\right) \widetilde{X}_{k} f(t, \xi)+P_{i j}\left(t_{0}, \xi_{0}\right) f(t, \xi)\right\}
\end{aligned}
$$

where $P^{*}, P_{i j}, P_{i j}^{k}$ are frozen operators of type two. Taking two derivatives of both sides of the previous identity, applying Proposition 6.7 and writing $\widetilde{H}_{0}=\widetilde{H}+\left(\widetilde{H}_{0}-\widetilde{H}\right)$ we get

$$
\begin{align*}
\tilde{X}_{r} \tilde{X}_{s}(a f)(t, \xi)= & T\left(t_{0}, \xi_{0}\right) \widetilde{H} f(t, \xi)+T\left(t_{0}, \xi_{0}\right) \sum_{i, j=1}^{q}\left[\tilde{a}_{i j}\left(t_{0}, \xi_{0}\right)-\tilde{a}_{i j}(t, \xi)\right] \widetilde{X}_{i} \tilde{X}_{j} f(t, \xi) \\
& +\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right)\left\{\sum_{k=1}^{q} T_{i j}^{k}\left(t_{0}, \xi_{0}\right) \widetilde{X}_{k} f(t, \xi)+T_{i j}\left(t_{0}, \xi_{0}\right) f(t, \xi)\right\}, \tag{6.15}
\end{align*}
$$

where $T, T_{i j}, T_{i j}^{k}$ are frozen singular integrals.
Next, we take $C^{\alpha}\left(\widetilde{B}_{r}\right)$ norm of both sides of (6.15) and apply Theorem 6.6, writing

$$
\begin{aligned}
\left\|\widetilde{X}_{k} \widetilde{X}_{h} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)} \leqslant & c\left\{\|\tilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\sum_{i, j=1}^{q}\left\|\left[\tilde{a}_{i j}\left(t_{0}, \xi_{0}\right)-\tilde{a}_{i j}(\cdot)\right] \widetilde{X}_{i} \widetilde{X}_{j} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right. \\
& \left.+\sum_{l=1}^{q}\left\|\widetilde{X}_{l} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right\} .
\end{aligned}
$$

To handle the term involving $\widetilde{X}_{i} \widetilde{X}_{j} f$ in the right-hand side of the last inequality, we now exploit the fact that, for $f \in C_{0}^{2, \alpha}\left(\widetilde{B}_{r}\right)$, both $\widetilde{X}_{i} \widetilde{X}_{j} f$ and $\left[\tilde{a}_{i j}\left(t_{0}, \xi_{0}\right)-\tilde{a}_{i j}(\cdot)\right]$ vanish at a point of $\widetilde{B}_{r}$; then (4.4) implies

$$
\sum_{i, j=1}^{q}\left|\left[\tilde{a}_{i j}\left(t_{0}, \xi_{0}\right)-\tilde{a}_{i j}(\cdot)\right] \widetilde{X}_{i} \tilde{X}_{j} f\right|_{C^{\alpha}\left(\widetilde{B}_{r}\right)} \leqslant c r^{\alpha}\left|\tilde{a}_{i j}\right|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\left|\widetilde{X}_{i} \widetilde{X}_{j} f\right|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}
$$

while obviously

$$
\sum_{i, j=1}^{q}\left\|\left[\tilde{a}_{i j}\left(t_{0}, \xi_{0}\right)-\tilde{a}_{i j}(\cdot)\right] \widetilde{X}_{i} \widetilde{X}_{j} f\right\|_{L^{\infty}\left(\widetilde{B}_{r}\right)} \leqslant c r^{\alpha}\left|\tilde{a}_{i j}\right|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\left\|\widetilde{X}_{i} \widetilde{X}_{j} f\right\|_{L^{\infty}\left(\widetilde{B}_{r}\right)}
$$

This allows, for $r$ small enough, to get

$$
\begin{equation*}
\left\|\widetilde{X}_{k} \widetilde{X}_{h} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)} \leqslant c\left\{\|\tilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\sum_{l=1}^{q}\left\|\widetilde{X}_{l} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right\} \tag{6.16}
\end{equation*}
$$

(this is the classical "Korn's trick"). Since from the equation we also read

$$
\left\|\partial_{t} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)} \leqslant\|\tilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+c \sum_{h, k=1}^{q}\left\|\widetilde{X}_{k} \tilde{X}_{h} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}
$$

from (6.16) we have

$$
\begin{equation*}
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{r}\right)} \leqslant c\left\{\|\tilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\sum_{l=1}^{q}\left\|\widetilde{X}_{l} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right\} \tag{6.17}
\end{equation*}
$$

Next, we want to get rid of the term $\left\|\tilde{X}_{l} f\right\|_{C^{\alpha}\left(B_{r}\right)}$ in the last inequality. To do this, we start again with (6.14), take only one derivative $\widetilde{X}_{i}$ and reason like above, getting

$$
\begin{aligned}
\tilde{X}_{k}[a(\xi) f(t, \xi)]= & S\left(t_{0}, \xi_{0}\right) \tilde{H} f(t, \xi)+S\left(t_{0}, \xi_{0}\right)\left(\sum_{i, j=1}^{q}\left[\tilde{a}_{i j}\left(t_{0}, \xi_{0}\right)-\tilde{a}_{i j}(\cdot)\right] \tilde{X}_{i} \tilde{X}_{j} f\right)(t, \xi) \\
& +\sum_{i, j=1}^{q} \tilde{a}_{i j}\left(t_{0}, \xi_{0}\right) T^{i j}\left(t_{0}, \xi_{0}\right) f(t, \xi)
\end{aligned}
$$

In the last formula, $S\left(t_{0}, \xi_{0}\right), T^{i j}\left(t_{0}, \xi_{0}\right)$ are, respectively, frozen operators of type 1,0 . Taking $C^{\alpha}$ norms in the last equation and substituting in (6.16) we get

$$
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{r}\right)} \leqslant c\left\{\|\widetilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right\}+\varepsilon \sum_{h, k=1}^{q}\left\|\widetilde{X}_{k} \widetilde{X}_{h} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}
$$

with $\varepsilon$ small for small $r$. Hence we conclude

$$
\begin{equation*}
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{r}\right)} \leqslant c\left\{\|\widetilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right\} . \tag{6.18}
\end{equation*}
$$

Finally, we want to replace the term $\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}$ with $\|f\|_{L^{\infty}\left(\widetilde{B}_{r}\right)}$ in the last inequality. To this aim, we apply (4.8) and write

$$
\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)} \leqslant\|f\|_{L^{\infty}\left(\widetilde{B}_{r}\right)}+r^{1-\alpha}\left(\sum_{l=1}^{q}\left\|\widetilde{X}_{l} f\right\|_{L^{\infty}}+r\left\|\partial_{t} f\right\|_{L^{\infty}}\right) .
$$

Substituting this in (6.18), for $r$ small enough the term $\left(\sum_{l=1}^{q}\left\|\widetilde{X}_{l} f\right\|_{L^{\infty}}+r\left\|\partial_{t} f\right\|_{L^{\infty}}\right)$ can be taken to the left-hand side, to get

$$
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{r}\right)} \leqslant c\left\{\|\widetilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{L^{\infty}\left(\widetilde{B}_{r}\right)}\right\}
$$

that is Theorem 5.2.

## 7. Interpolation inequalities for Hölder norms and local Schauder estimates in the lifted variables

In order to get from Theorem 5.2 a local estimate for $C^{2, \alpha}$ functions (not necessarily with compact support), we need to establish suitable interpolation inequalities. This will require some labour; we start with the following proposition.

Proposition 7.1 (Interpolation inequality for test functions). Let $\mathbf{H}=\partial_{t}-\sum \widetilde{X}_{i}^{2}$ and let $\widetilde{B}_{R} \subset$ $\mathbb{R}^{N+1}$ a ball of radius $R$. Then for every $\alpha \in(0,1)$ there exist positive constants $\gamma \geqslant 1$ and $c$, depending on $\alpha$ and $\left\{X_{i}\right\}$, such that for every $\varepsilon>0$ and every $f \in C_{0}^{\infty}\left(\widetilde{B}_{R}\right)$

$$
\left\|\tilde{X}_{i} f\right\|_{\alpha} \leqslant \varepsilon\|\mathbf{H} f\|_{\alpha}+\frac{c}{\varepsilon^{\gamma}}\|f\|_{L^{\infty}} .
$$

This result, in turn, relies on a similar interpolation inequality for operators of type $\ell \geqslant 1$.
Lemma 7.2. Let $P$ be an operator of type $\ell \geqslant 1$ and $\alpha \in(0,1)$. Then there exist positive constants $\gamma>1$ and $c$, depending on $\alpha$ and $\left\{X_{i}\right\}$, such that for every $\varepsilon>0$ and every $f \in C_{0}^{\infty}\left(\widetilde{B}_{R}\right)$

$$
\|P \mathbf{H} f\|_{\alpha} \leqslant \varepsilon\|\mathbf{H} f\|_{\alpha}+\frac{c}{\varepsilon^{\gamma}}\|f\|_{L^{\infty}} .
$$

Proof. Let

$$
P \mathbf{H} f=\int_{\widetilde{B}_{R}} k(t-s ; \xi, \eta) \mathbf{H} f(s, \eta) d \eta d s
$$

where $k$ satisfies the properties of a frozen kernel of type $\ell$, and let $\zeta_{\varepsilon}$ be a cutoff function such that $\widetilde{B}_{\varepsilon / 2}(t, \xi) \prec \zeta_{\varepsilon} \prec \widetilde{B}_{\varepsilon}(t, \xi)$. We split $P \mathbf{H}$ as follows

$$
\begin{aligned}
P \mathbf{H} f(t, \xi)= & \int_{\widetilde{B}_{R}} k(t-s ; \xi, \eta) \mathbf{H} f(s, \eta) d \eta d s \\
= & \int_{\tilde{d}_{\mathrm{P}}((s, \eta),(t, \xi))>\varepsilon / 2} k(t-s ; \xi, \eta)\left[1-\zeta_{\varepsilon}(s, \eta)\right] \mathbf{H} f(s, \eta) d \eta d s \\
& +\int_{\tilde{d}_{\mathrm{P}}((s, \eta),(t, \xi)) \leqslant \varepsilon} k(t-s ; \xi, \eta) \zeta_{\varepsilon}(s, \eta) \mathbf{H} f(s, \eta) d \eta d s \\
= & \int_{\tilde{d}_{\mathrm{P}}((s, \eta),(t, \xi))>\varepsilon / 2} \mathbf{H}^{\mathrm{T}}\left[k(t-\cdot ; \xi, \cdot)\left(1-\zeta_{\varepsilon}(\cdot, \cdot)\right)\right](s, \eta) f(s, \eta) d \eta d s \\
& +\quad \int_{\tilde{d}_{\mathrm{P}}((s, \eta),(t, \xi)) \leqslant \varepsilon} k(t-s ; \xi, \eta) \zeta_{\varepsilon}(s, \eta) \mathbf{H} f(s, \eta) d \eta d s \\
= & I(t, \xi)+I I(t, \xi),
\end{aligned}
$$

where $\mathbf{H}^{\mathrm{T}}$ denote the transpose of $\mathbf{H}$.

Let $h^{\varepsilon}(t, \xi ; s, \eta)=\mathbf{H}^{\mathrm{T}}\left[k(t-\cdot ; \xi, \cdot)\left(1-\zeta_{\varepsilon}(\cdot, \cdot)\right)\right]$ and observe that for a suitable $\gamma>1$

$$
\left|h^{\varepsilon}(t, \xi ; s, \eta)\right|+\left|\partial_{t} h^{\varepsilon}(t, \xi ; s, \eta)\right|+\sum\left|\widetilde{X}_{j}^{\xi} h^{\varepsilon}(t, \xi ; s, \eta)\right| \leqslant c \varepsilon^{-\gamma}
$$

This follows from (6.12), by the definition of $h^{\varepsilon}$.
By Proposition 4.2(ii), it follows that

$$
\left|h^{\varepsilon}\left(t_{1}, \xi_{1} ; s, \eta\right)-h^{\varepsilon}\left(t_{2}, \xi_{2} ; s, \eta\right)\right| \leqslant c_{R} \varepsilon^{-\gamma} \tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),\left(t_{2}, \xi_{2}\right)\right)
$$

and therefore

$$
\begin{aligned}
\left|I\left(t_{1}, \xi_{1}\right)-I\left(t_{2}, \xi_{2}\right)\right| & \leqslant \int\left|h^{\varepsilon}\left(t_{1}, \xi_{1} ; s, \eta\right)-h^{\varepsilon}\left(t_{2}, \xi_{2} ; s, \eta\right)\right||f(s, \eta)| d \eta d s \\
& \leqslant c \varepsilon^{-\gamma}\left|\widetilde{B}_{R}\right|\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)} \tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),\left(t_{2}, \xi_{2}\right)\right)
\end{aligned}
$$

Also, since

$$
|I(t, \xi)| \leqslant \int_{\tilde{d}_{\mathrm{P}}((s, \eta),(t, \xi))>\varepsilon / 2} c \varepsilon^{-\gamma}|f(s, \eta)| d \eta d s \leqslant c \varepsilon^{-\gamma}\left|\widetilde{B}_{R}\right|\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)}
$$

we obtain

$$
\|I\|_{\alpha} \leqslant c \varepsilon^{-\gamma}\|f\|_{L^{\infty}} \quad \text { for any } \alpha \in(0,1) .
$$

Let us consider $I I(t, \xi)$, and let

$$
k_{\varepsilon}(t, \xi, s, \eta)=k(t-s ; \xi, \eta) \zeta_{\varepsilon}(s, \eta)
$$

By Proposition 6.4, and keeping into account the support of $k_{\varepsilon}$, for any fixed $\delta \in(0,1)$, the kernel satisfies properties (2.12), (2.13) in the form:

$$
\begin{aligned}
\left|k_{\varepsilon}(t, \xi, s, \eta)\right| \leqslant c & \frac{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))}{|\widetilde{B}((t, \xi) ;(s, \eta))|} \leqslant c \varepsilon^{\delta} \frac{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))^{1-\delta}}{|\widetilde{B}((t, \xi) ;(s, \eta))|} ; \\
\left|k_{\varepsilon}(t, \xi, s, \eta)-k_{\varepsilon}\left(t_{1}, \xi_{1}, s, \eta\right)\right| & \leqslant c \frac{\tilde{d}_{\mathrm{P}}\left((t, \xi),\left(t_{1}, \xi_{1}\right)\right)}{\left|\widetilde{B}\left(\left(t_{1}, \xi_{1}\right) ;(s, \eta)\right)\right|}\left(\frac{\tilde{d}_{\mathrm{P}}\left((t, \xi),\left(t_{1}, \xi_{1}\right)\right)}{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)}\right) \\
& \leqslant c \varepsilon^{\delta} \frac{\tilde{d}_{\mathrm{P}}\left((t, \xi),\left(t_{1}, \xi_{1}\right)\right)^{1-\delta}}{\left|\widetilde{B}\left(\left(t_{1}, \xi_{1}\right) ;(s, \eta)\right)\right|}\left(\frac{\tilde{d}_{\mathrm{P}}\left((t, \xi),\left(t_{1}, \xi_{1}\right)\right)}{\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right)}\right)
\end{aligned}
$$

for $\tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),(s, \eta)\right) \geqslant 2 \tilde{d}_{\mathrm{P}}\left((t, \xi),\left(t_{1}, \xi_{1}\right)\right)$. By Theorem 2.11, this implies

$$
\|I I\|_{\alpha} \leqslant c \varepsilon^{\delta}\|\mathbf{H} f\|_{\alpha}
$$

for every $\alpha<1-\delta$. Therefore, for every $\alpha \in(0,1)$ there exist $\delta, \gamma>0$ such that

$$
\|P \mathbf{H} f\|_{\alpha} \leqslant c \varepsilon^{\delta}\|\mathbf{H} f\|_{\alpha}+c \varepsilon^{-\gamma}\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)}
$$

which implies the lemma.

Proof of Proposition 7.1. Let $\left\{a_{i j}\right\}$ be the identity matrix. By Theorem 6.8, we can write

$$
P \mathbf{H} f(t, \xi)=a(\xi) f(t, \xi)+S f(t, \xi)
$$

where $P$ is an operator of type 2 and $S$ is an operator of type 1 . If we assume $a \equiv 1$ on $\widetilde{B}_{R}$, for $f \in C_{0}^{\infty}\left(\widetilde{B}_{R}\right)$ we obtain

$$
\begin{equation*}
f=P \mathbf{H} f-S f \tag{7.1}
\end{equation*}
$$

and therefore, by Proposition 6.7

$$
\begin{equation*}
\widetilde{X}_{i} f=S_{1} \mathbf{H} f+T f \tag{7.2}
\end{equation*}
$$

where $S_{1}$ is an operator of type 1 and $T$ is an operator of type 0 . Substituting (7.1) in (7.2) yields

$$
\tilde{X}_{i} f=S_{1} \mathbf{H} f+T P \mathbf{H} f-T S f
$$

and therefore

$$
\begin{align*}
\left\|\tilde{X}_{i} f\right\|_{\alpha} & \leqslant\left\|S_{1} \mathbf{H} f\right\|_{\alpha}+\|T P \mathbf{H} f\|_{\alpha}+\|T S f\|_{\alpha}  \tag{7.3}\\
& \leqslant c\left\{\left\|S_{1} \mathbf{H} f\right\|_{\alpha}+\|P \mathbf{H} f\|_{\alpha}+\|S f\|_{\alpha}\right\} \quad \text { (by Theorem 6.6), } \\
& \leqslant c\left\{\varepsilon\|\mathbf{H} f\|_{\alpha}+\varepsilon^{-\gamma}\|f\|_{L^{\infty}}+\|S f\|_{\alpha}\right\} \quad \text { (applying Lemma 7.2 to } S_{1} \text { and } P \text { ). }
\end{align*}
$$

We end the proof by showing that

$$
\|S f\|_{\alpha} \leqslant c\|f\|_{L^{\infty}}
$$

Indeed, if

$$
S f(t, \xi)=\int_{\widetilde{B}_{R}} k(t, \xi ; s, \eta) f(s, \eta) d \eta d s
$$

we have

$$
\begin{aligned}
\left|S f\left(t_{1}, \xi_{1}\right)-S f\left(t_{2}, \xi_{2}\right)\right| & =\left|\int\left[k\left(t_{1}, \xi_{1} ; s, \eta\right)-k\left(t_{2}, \xi_{2} ; s, \eta\right)\right] f(s, \eta) d s d \eta\right| \\
& \leqslant \int\left|k\left(t_{1}, \xi_{1} ; s, \eta\right)-k\left(t_{2}, \xi_{2} ; s, \eta\right)\right||f(y)| d s d \eta \\
& \leqslant\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)} \int\left|k\left(t_{1}, \xi_{1} ; s, \eta\right)-k\left(t_{2}, \xi_{2} ; s, \eta\right)\right| d s d \eta
\end{aligned}
$$

Arguing as in last part of the proof of Theorem 2.11 (with $\beta=\delta=1$ ), we obtain that for every $\alpha \in(0,1)$

$$
\int\left|k\left(t_{1}, \xi_{1} ; s, \eta\right)-k\left(t_{2}, \xi_{2} ; s, \eta\right)\right| d s d \eta \leqslant c_{\alpha} \tilde{d}_{\mathrm{P}}\left(\left(t_{1}, \xi_{1}\right),\left(t_{2}, \xi_{2}\right)\right)^{\alpha} R^{1-\alpha}
$$

This shows that

$$
|S f|_{\alpha} \leqslant c\|f\|_{L^{\infty}}
$$

Moreover,

$$
\begin{aligned}
|S f(t, \xi)| & \leqslant \int_{\widetilde{B}_{R}}|k(t, \xi ; s, \eta) f(s, \eta)| d \eta d s \\
& \leqslant\|f\|_{L^{\infty}} \int_{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta)) \leqslant c R} c \frac{\tilde{d}_{\mathrm{P}}((t, \xi),(s, \eta))}{|\widetilde{B}((t, \xi),(s, \eta))|} d s d \eta \leqslant c R\|f\|_{L^{\infty}}
\end{aligned}
$$

by Lemma 2.10. Hence

$$
\|S f\|_{\alpha} \leqslant c\|f\|_{L^{\infty}}
$$

We can now follow the technique used in [7], to prove a version of the previous theorem for functions which do not vanish at the boundary of the domain. Some complication will arise to handle extra terms involving the time derivative.

The following technical lemma is adapted from [13, Lemma 4.1, p. 27], and is proved in this form in [7].

Lemma 7.3. Let $\psi(t)$ be a bounded nonnegative function defined on the interval $\left[T_{0}, T_{1}\right]$, where $T_{1}>T_{0} \geqslant 0$. Suppose that for any $T_{0} \leqslant t<s \leqslant T_{1}, \psi$ satisfies

$$
\psi(t) \leqslant \vartheta \psi(s)+\frac{A}{(s-t)^{\beta}}+B
$$

where $\vartheta, A, B, \beta$ are nonnegative constants, and $\vartheta<\frac{1}{3}$. Then

$$
\psi(\rho) \leqslant c_{\beta}\left[\frac{A}{(R-\rho)^{\beta}}+B\right], \quad \forall \rho, T_{0} \leqslant \rho<R \leqslant T_{1},
$$

where $c_{\beta}$ only depends on $\beta$.
Theorem 7.4 (Interpolation inequality). There exist positive constants $c, R, \gamma$ such that for any $f \in C^{2, \alpha}\left(\widetilde{B}_{R}\right), 0<\rho<R, 0<\delta<1 / 3$,

$$
\|D f\|_{C^{\alpha}\left(\widetilde{B}_{\rho}\right)} \leqslant \delta\left[\left\|D^{2} f\right\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}+\left\|\partial_{t} f\right\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}\right]+\frac{c}{\delta^{\gamma}(R-\rho)^{2 \gamma}}\|f\|_{L^{\alpha}\left(\widetilde{B}_{R}\right)} .
$$

The constants $c, R, \gamma$ depend on $\alpha,\left\{X_{i}\right\} ; \gamma$ is as in Proposition 7.1. (Recall Notation 6.1 for the use of symbols $D, D^{2}$.)

Proof. If $f \in C^{2, \alpha}\left(\widetilde{B}_{R}\right), 0<t<s \leqslant R$ and $\zeta$ is a cutoff function with $\widetilde{B}_{t} \prec \zeta \prec \widetilde{B}_{s}$, applying Proposition 7.1 to $f \zeta$ and using Lemma 6.2, we get

$$
\begin{equation*}
\|D f\|_{C^{\alpha}\left(\widetilde{B}_{t}\right)} \leqslant\|D(\zeta f)\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \leqslant \varepsilon\|\mathbf{H}(\zeta f)\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\frac{c}{\varepsilon^{\gamma}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}, \tag{7.4}
\end{equation*}
$$

where

$$
\begin{align*}
\|\mathbf{H}(\zeta f)\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \leqslant & \|\zeta \mathbf{H} f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+c\|D \zeta D f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\|f \mathbf{H} \zeta\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \\
\leqslant & \frac{c}{s-t}\|\mathbf{H} f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\frac{c}{(s-t)^{2}}\|D f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \\
& +\frac{c}{(s-t)^{2}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+|f \mathbf{H} \zeta|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} . \tag{7.5}
\end{align*}
$$

To bound the last term in the last inequality, we apply (4.8), and write

$$
\begin{aligned}
|f \mathbf{H} \zeta|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \leqslant & R^{1-\alpha}\left(\|D(f \mathbf{H} \zeta)\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+R\left\|\partial_{t}(f \mathbf{H} \zeta)\right\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right) \\
\leqslant & R^{1-\alpha}\left\{\frac{c}{(s-t)^{2}}\|D f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+\frac{c}{(s-t)^{3}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\} \\
& +R^{2-\alpha}\left\{\frac{c}{(s-t)^{2}}\left\|\partial_{t} f\right\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+\frac{c}{(s-t)^{4}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\} .
\end{aligned}
$$

This bound inserted in (7.5) gives

$$
\begin{aligned}
\|\mathbf{H}(\zeta f)\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \leqslant & \frac{c}{(s-t)^{2}}\left\{\left\|D^{2} f\right\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\left\|\partial_{t} f\right\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}\right\} \\
& +\frac{c}{(s-t)^{2}}\|D f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\frac{c}{(s-t)^{4}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}
\end{aligned}
$$

where now all the constants $c$ depend also on $R$. Next, we insert the last inequality in (7.4), choosing $\varepsilon=\delta(s-t)^{2} / c_{1}$ and get

$$
\begin{aligned}
\|D f\|_{C^{\alpha}\left(\widetilde{B}_{t}\right)} \leqslant & \delta\|D f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+c \delta\left\{\left\|D^{2} f\right\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\left\|\partial_{t} f\right\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}\right\} \\
& +\left(\frac{c \delta}{(s-t)^{2}}+\frac{c}{\delta^{\gamma}(s-t)^{2 \gamma}}\right)\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)} .
\end{aligned}
$$

Let $\psi(t)=\|D f\|_{L^{\infty}\left(\widetilde{B}_{t}\right)}$. Then, for $R$ fixed once and for all (small enough), $\vartheta<1 / 3$ fixed, and any $\delta<\vartheta$ we get, since $\gamma>1$,

$$
\psi(t) \leqslant \vartheta \psi(s)+\frac{c}{\delta^{\gamma}(s-t)^{2 \gamma}}\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)}+c \delta\left[\left\|D^{2} f\right\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}+\left\|\partial_{t} f\right\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}\right]
$$

for any $0<t<s<R$, and by Lemma 7.3 we get

$$
\psi(\rho) \leqslant \frac{c}{\delta^{\gamma}(R-\rho)^{2 \gamma}}\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)}+c \delta\left[\left\|D^{2} f\right\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}+\left\|\partial_{t} f\right\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}\right]
$$

for any $0<\rho<R$.

We now come to the goal of this section.
Proof of Theorem 5.3. If $f \in C^{2, \alpha}\left(\widetilde{B}_{R}\right)(R$ small enough to apply Theorem 5.2), $t<R$, $s=(t+R) / 2$, and $\zeta$ is a cutoff function, $\widetilde{B}_{t} \prec \zeta \prec \widetilde{B}_{s}$, we can apply Theorem 5.2 to $f \zeta$, getting

$$
\begin{align*}
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant & c\left\{\|\widetilde{H}(f \zeta)\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\|f \zeta\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\} \\
\leqslant & c\left\{\frac{1}{s-t}\|\tilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\frac{1}{(s-t)^{2}}\|D f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}\right. \\
& \left.+\frac{1}{(s-t)^{2}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+|f \widetilde{H} \zeta|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}\right\}+\|f \zeta\|_{L^{\infty}\left(\widetilde{B}_{s}\right)} \tag{7.6}
\end{align*}
$$

by computations similar to those already done in the proof of Theorem 7.4.
Now, however, we have to handle the term $|f \widetilde{H} \zeta|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}$ in a different way. Applying (4.8) and (4.11) we can write, for some small $\eta$ to be chosen later,

$$
\begin{align*}
|f \widetilde{H} \zeta|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \leqslant & R^{1-\alpha}\left(\|D(f \tilde{H} \zeta)\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+R\left\|\partial_{t}(f \widetilde{H} \zeta)\right\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right) \\
\leqslant & R^{1-\alpha}\left\{\frac{c}{(s-t)^{2}}\|D f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+\frac{c}{(s-t)^{3}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\} \\
& +R^{2-\alpha}\left\{\eta^{\alpha / 2}\left|\partial_{t}(f \widetilde{H} \zeta)\right|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\frac{2}{\eta}\|f \widetilde{H} \zeta\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\} . \tag{7.7}
\end{align*}
$$

Now,

$$
\begin{gather*}
R^{2-\alpha} \frac{2}{\eta}\|f \widetilde{H} \zeta\|_{L^{\infty}\left(\widetilde{B}_{s}\right)} \leqslant \frac{c R^{2-\alpha}}{\eta(s-t)^{2}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)} ;  \tag{7.8}\\
\left|\partial_{t}(f \widetilde{H} \zeta)\right|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \leqslant\left|\left(\partial_{t} f\right) \widetilde{H} \zeta\right|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\left|f \partial_{t} \widetilde{H} \zeta\right|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} ;  \tag{7.9}\\
\left|\left(\partial_{t} f\right) \widetilde{H} \zeta\right|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \leqslant \frac{c}{(s-t)^{3}}\left\|\partial_{t} f\right\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} ;  \tag{7.10}\\
\left|f \partial_{t} \widetilde{H} \zeta\right|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \leqslant R^{1-\alpha}\left(\left\|D\left(f \partial_{t} \widetilde{H} \zeta\right)\right\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+R\left\|\partial_{t}\left(f \partial_{t} \widetilde{H} \zeta\right)\right\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right) \\
\leqslant R^{1-\alpha}\left\{\frac{c}{(s-t)^{4}}\|D f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+\frac{c}{(s-t)^{5}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\} \\
+R^{2-\alpha}\left\{\frac{c}{(s-t)^{4}}\left\|\partial_{t} f\right\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+\frac{c}{(s-t)^{6}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\} . \tag{7.11}
\end{gather*}
$$

Inserting (7.8)-(7.11) in (7.7) and then in (7.6) we get

$$
\begin{align*}
& \|f\|_{C^{2, \alpha}\left(\widetilde{B}_{t}\right)} \\
& \leqslant \\
& \leqslant c_{1}\left\{\frac{1}{s-t}\|\widetilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\frac{1}{(s-t)^{2}}\|D f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\left(\frac{1}{(s-t)^{3}}+\frac{1}{\eta(s-t)^{2}}\right)\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\}  \tag{7.12}\\
& \quad+c_{2} \eta^{\alpha / 2}\left\{\frac{1}{(s-t)^{4}}\left\|\partial_{t} f\right\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\frac{1}{(s-t)^{4}}\|D f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\frac{1}{(s-t)^{6}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\},
\end{align*}
$$

where now the constants $c_{i}$ depend also on $R$.

For a small $\varepsilon$ to be chosen later, we not pick $\eta$ such that $c_{2} \eta^{\alpha / 2} /(s-t)^{4}=\varepsilon$, and write

$$
\begin{align*}
\leqslant\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant & c_{1}\left\{\frac{1}{s-t}\|\tilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}+\frac{1}{(s-t)^{2}}\|D f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}\right\} \\
& +\varepsilon\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{R}\right)}+\frac{c}{\varepsilon^{\alpha / 2}(s-t)^{\beta^{\prime}}}\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)} . \tag{7.13}
\end{align*}
$$

Next, we apply Theorem 7.4 to write

$$
\begin{equation*}
\|D f\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)} \leqslant \delta\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{R}\right)}+\frac{c}{\delta^{\gamma}(s-t)^{\beta}}\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)} \tag{7.14}
\end{equation*}
$$

(recall that, by our choice of $t, s, R,(s-t)=(R-s)$ ). We insert (7.14) in (7.13) with $\delta$ such that $c_{1} \delta /(s-t)^{2}=\varepsilon$, and get

$$
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant \frac{c_{1}}{R-t}\|\tilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}+2 \varepsilon\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{R}\right)}+\frac{c}{\varepsilon^{\alpha^{\prime}}(R-t)^{\beta^{\prime \prime}}}\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)}
$$

Letting $\psi(t)=\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{t}\right)}$ and choosing $\varepsilon$ such that $2 \varepsilon=\vartheta<1 / 3$, we can rewrite the last inequality as

$$
\psi(t) \leqslant \vartheta \psi(R)+\frac{c}{(R-t)^{\beta^{\prime \prime}}}\left(\|\widetilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}+\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)}\right)
$$

and by Lemma 7.3 we get

$$
\begin{equation*}
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant \frac{c}{(R-t)^{\beta^{\prime \prime}}}\left(\|\widetilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{R}\right)}+\|f\|_{L^{\infty}\left(\widetilde{B}_{R}\right)}\right) \tag{7.15}
\end{equation*}
$$

for $R$ small enough, with $c$ depending also on an upper bound for $R$.

## 8. Hölder spaces and lifting

To show how Theorem 5.3 implies Theorem 5.4 and then Theorem 5.1, we need some facts about the metric induced by vector fields. Let $d(x, y)$ the CC-distance induced by a system $X_{1}, X_{2}, \ldots, X_{q}$ of Hörmander's vector fields in $\mathbb{R}^{n}$, and let $\tilde{d}(\xi, \eta)$ be the CC-distance induced by the lifted vector fields $\tilde{X}_{1}, \widetilde{X}_{2}, \ldots, \widetilde{X}_{q}$ in $\mathbb{R}^{N}$; also, let $d_{\mathrm{P}}, \tilde{d}_{\mathrm{P}}$ be the corresponding parabolic distances. For a bounded domain $U \subset \mathbb{R}^{n+1}$, let $\widetilde{U}=U \times I \subset \mathbb{R}^{N+1}$ be the lifted counterpart of $U$, where $I$ is some neighborhood of the origin in $\mathbb{R}^{N-n}$. Denote by $C_{X}^{\alpha}(U), C_{\widetilde{X}}^{\alpha}(\widetilde{U})$ the Hölder spaces induced by $d_{\mathrm{P}}$ and $\tilde{d}_{\mathrm{P}}$, respectively. We are interested in the following question: if, for any $f: U \rightarrow \mathbb{R}$ we set $\tilde{f}: \widetilde{U} \rightarrow \mathbb{R}$ with $\tilde{f}(t, x, h)=f(t, x)$, can we say that $f \in C_{X}^{\alpha}(U)$ if and only if $\tilde{f} \in C_{\widetilde{X}}^{\alpha}(\widetilde{U})$ ? By [30, Lemma 7, p. 153], we know that

$$
\tilde{d}((x, h),(y, k)) \geqslant d(x, y) .
$$

This obviously implies

$$
\tilde{d}_{\mathrm{P}}((t, x, h),(s, y, k)) \geqslant d_{\mathrm{P}}((t, x),(s, y))
$$

and therefore

$$
\begin{equation*}
|\tilde{f}|_{C_{\tilde{X}}^{\alpha}(\widetilde{U})} \leqslant|f|_{C^{\alpha}(U)} \tag{8.1}
\end{equation*}
$$

However, no simple inequality of the kind

$$
\tilde{d}((x, h),(y, h)) \leqslant c d(x, y)
$$

seems to be known, so an inequality of the kind

$$
\begin{equation*}
|f|_{C_{X}^{\alpha}(U)} \leqslant c|\tilde{f}|_{C_{\tilde{X}}^{\alpha}(\widetilde{U})} \tag{8.2}
\end{equation*}
$$

is not trivial and, as far we know, has never been proved. (Note that in [33] the lifting technique was avoided, making a stronger assumption on the algebra of the vector fields.)

We are going to prove (8.2) here. The point is to make use of an integral formulation of Hölder continuity.

Let

$$
M_{\alpha, B_{R}\left(t_{0}, x_{0}\right)}(f)=\sup _{(t, x) \in B_{R}, r>0} \inf _{c \in \mathbb{R}} \frac{1}{r^{\alpha}\left|B_{r}(t, x)\right|} \int_{B_{r}(t, x) \cap B_{R}\left(t_{0}, x_{0}\right)}|f(s, y)-c| d s d y
$$

If $f \in C_{X}^{\alpha}\left(B_{R}\left(t_{0}, x_{0}\right)\right)$, then $M_{\alpha, B_{R}\left(t_{0}, x_{0}\right)}(f) \leqslant c|f|_{C_{X}^{\alpha}\left(B_{R}\left(t_{0}, x_{0}\right)\right)}$. But the converse is also true.
Lemma 8.1. If $f \in L_{\mathrm{loc}}^{1}\left(B_{R}\left(t_{0}, x_{0}\right)\right)$ is a function such that $M_{\alpha, B_{R}\left(t_{0}, x_{0}\right)}(f)<\infty$, then there exists a function $f^{*}$, a.e. equal to $f$, such that $f^{*} \in C_{X}^{\alpha}\left(B_{R}\left(t_{0}, x_{0}\right)\right)$ and

$$
\left|f^{*}\right|_{C_{X}^{\alpha}\left(B_{R}\right)} \leqslant c M_{\alpha, B_{R}\left(t_{0}, x_{0}\right)}(f)
$$

for some $c$ independent of $f$.
Proof. This result, in the Euclidean case, is due to Campanato (see [11, Theorem I.2, p. 183], see also [25,31] for related results). Reading [11, pp. 177-184], one can see that exactly the same proof holds in a much more general context, namely:

If $(X, d, \mu)$ is a space of homogeneous type, and $\Omega \subset X$ is a bounded domain in $X, d$-regular in the sense of Definition 3.2, then there exists $r>0$ such that

$$
\left|f^{*}(x)-f^{*}(y)\right| \leqslant c M_{\alpha, \Omega}(f) d(x, y)^{\alpha}
$$

for a suitable function $f^{*}=f$ a.e., and any couple of points $x, y \in \Omega$ with $d(x, y)<r$ (with the obvious meaning of symbols).

We can apply the above statement to $\Omega=B_{R}\left(t_{0}, x_{0}\right)$ and $d_{\mathrm{P}}$ the parabolic CC-distance induced by the vector fields $X_{i}$, in view of Proposition 3.8, getting

$$
\left|f^{*}(t, x)-f^{*}(s, y)\right| \leqslant c_{\alpha} M_{\alpha, B_{R}\left(t_{0}, x_{0}\right)}(f) d_{\mathrm{P}}((t, x),(s, y))^{\alpha}
$$

for $d_{\mathrm{P}}((t, x),(s, y))<r$. It is then easy to extend this bound to any couple of points $(t, x)$, $(s, y) \in B_{R}\left(t_{0}, x_{0}\right)$ such that $d_{\mathrm{P}}((t, x),(s, y)) \geqslant r$. To this aim, it is enough to show that we can
choose $k$ points $\left(t_{i}, x_{i}\right), i=1,2, \ldots, k$ such that:
(i) $\left(t_{i}, x_{i}\right) \in B_{R}\left(t_{0}, x_{0}\right)$ for $i=1,2, \ldots, k,\left(t_{1}, x_{1}\right)=(t, x)$ and $\left(t_{k}, x_{k}\right)=(s, y)$;
(ii) $d_{\mathrm{P}}\left(\left(t_{i-1}, x_{i-1}\right),\left(t_{i}, x_{i}\right)\right) \leqslant r$ for $i=2,3, \ldots, k$;
(iii) the integer $k$ and the constant $c$ can be chosen dependently only on $r, R$.

Once this is done, we can write

$$
\begin{aligned}
\left|f^{*}(t, x)-f^{*}(s, y)\right| & \leqslant \sum_{i=2}^{k}\left|f^{*}\left(t_{i}, x_{i}\right)-f^{*}\left(t_{i-1}, x_{i-1}\right)\right| \\
& \leqslant \sum_{i=2}^{k} c M_{\alpha, B_{R}\left(t_{0}, x_{0}\right)}(f) d_{\mathrm{P}}\left(\left(t_{i-1}, x_{i-1}\right),\left(t_{i}, x_{i}\right)\right)^{\alpha} \\
& \leqslant k c M_{\alpha, B_{R}\left(t_{0}, x_{0}\right)}(f) d_{\mathrm{P}}((t, x),(s, y))^{\alpha} \\
& =c(r, R, \alpha) d_{\mathrm{P}}((t, x),(s, y))^{\alpha}
\end{aligned}
$$

So, let us show how to choose these points. To fix ideas, assume $\left|t-t_{0}\right| \geqslant\left|s-t_{0}\right|$. Recalling that

$$
d_{\mathrm{P}}((t, x),(s, y))=\sqrt{d(x, y)^{2}+|t-s|}
$$

we can join $(t, x)$ with $(s, y)$ along the following line: first we move from $(t, x)$ to $(s, x)$ along a segment; this segment is contained in $B_{R}\left(t_{0}, x_{0}\right)$ and can be divided in $k_{1}$ equal parts, each of (Euclidean) length $\leqslant r^{2}$, with $k_{1}$ only depending on $r, R$; then we consider the two points $x, y \in B \sqrt{R^{2}-\left|s-t_{0}\right|}\left(x_{0}\right)$; by definition of CC-distance, we can join $x$ to $x_{0}$ and $y$ to $x_{0}$ with two subunit curves $\gamma_{1}, \gamma_{2}$ contained in $B_{\sqrt{R^{2}-\left|s-t_{0}\right|}}\left(x_{0}\right)$, with

$$
T\left(\gamma_{i}\right) \leqslant R \leqslant \frac{R}{r} d_{\mathrm{P}}((t, x),(s, y))
$$

Therefore we can also join $(s, x)$ to $(t, y)$ with a line $\gamma$ contained in $B_{R}\left(t_{0}, x_{0}\right)$, with

$$
T(\gamma) \leqslant c d_{\mathrm{P}}((t, x),(s, y))
$$

on this line we can choose $k_{2}$ points such that the distance of two subsequent points is $\leqslant r$; moreover, the number $k_{2}$ only depends on $r, R$. This ends the proof.

The second fact we use is the following property.
Lemma 8.2. There exist $c>0$ and $\delta \in(0,1)$ such that for any positive function $g$ defined in $\widetilde{U} \subset \mathbb{R}^{N+1},(t, x, h) \in \widetilde{U}, r>0, r$ small enough,

$$
\frac{1}{\left|B_{\delta r}(t, x) \cap B_{R}\left(t_{0}, x_{0}\right)\right|} \int_{B_{\delta r}(t, x) \cap B_{R}\left(t_{0}, x_{0}\right)} g(s, y) d s d y \leqslant \frac{c}{\left|\widetilde{B}_{r}(t, x, h)\right|} \int_{\widetilde{B}_{r}(t, x, h)} g(s, y) d s d y d h^{\prime}
$$

Proof. By [30, Theorem 4, p. 151] (quoted in Appendix A) we know that, given a point $(x, h) \in \mathbb{R}^{N}$,

$$
\left|\widetilde{B}_{r}(x, h)\right| \simeq\left|B_{r}(x)\right| \cdot\left|\left\{h^{\prime} \in \mathbb{R}^{N-n}:\left(z, h^{\prime}\right) \in \widetilde{B}_{r}(x, h)\right\}\right|
$$

provided $z \in B_{\delta r}(x)$ for some fixed $\delta<1$. The equivalence holds with respect to $r>0$, and the symbol $|\cdot|$ denotes the volume of a set in the suitable dimension. Multiplying both sides by $r^{2}$ we see that this property extends to the parabolic version: given a point $(t, x, h) \in \mathbb{R}^{N+1}$,

$$
\left|\widetilde{B}_{r}(t, x, h)\right| \simeq\left|B_{r}(t, x)\right| \cdot\left|\left\{h^{\prime} \in \mathbb{R}^{N-n}:\left(\tau, z, h^{\prime}\right) \in \widetilde{B}_{r}(t, x, h)\right\}\right|
$$

provided $(\tau, z) \in B_{\delta r}(t, x)$ for some fixed $\delta<1$. Exploiting this fact, for any positive function $g(s, y)$ defined in $\mathbb{R}^{n+1}$ we can write

$$
\begin{aligned}
& \frac{1}{\left|\widetilde{B}_{r}(t, x, h)\right|} \int_{\widetilde{B}_{r}(t, x, h)} g(s, y) d s d y d h^{\prime} \\
& \quad=\frac{1}{\left|\widetilde{B}_{r}(t, x, h)\right|} \int_{B_{r}(t, x)} g(s, y) d s d y \int_{\left\{h^{\prime} \in \mathbb{R}^{N-n}:\left(s, y, h^{\prime}\right) \in \widetilde{B}_{r}(t, x, h)\right\}} d h^{\prime} \\
& \quad \geqslant \frac{c}{\left|\widetilde{B}_{r}(t, x, h)\right|} \int_{B_{\delta r}(t, x)} \frac{\left|\widetilde{B}_{r}(t, x, h)\right|}{\left|B_{r}(t, x)\right|} g(s, y) d s d y \\
& \quad=\frac{c}{\left|B_{r}(t, x)\right|} \int_{B_{\delta r}(t, x)} g(s, y) d s d y \geqslant \frac{c}{\left|B_{\delta r}(t, x)\right|} \int_{B_{\delta r}(t, x)} g(s, y) d s d y \\
& \geqslant \frac{c}{\left|B_{\delta r}(t, x) \cap B_{R}\left(t_{0}, x_{0}\right)\right|} \int_{B_{\delta r}(t, x) \cap B_{R}\left(t_{0}, x_{0}\right)} g(s, y) d s d y
\end{aligned}
$$

where the last inequality holds by Proposition 3.8.
The above lemma enables us to state the following proposition.
Proposition 8.3. If $f, \tilde{f}$ are as above, then

$$
\begin{equation*}
|\tilde{f}|_{C_{\tilde{X}}^{\alpha}\left(\widetilde{B}_{R}\right)} \leqslant|f|_{C_{X}^{\alpha}\left(B_{R}\right)} \leqslant c|\tilde{f}|_{C_{\tilde{X}}^{\alpha}\left(\widetilde{B}_{R}\right)} \tag{8.3}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left|\widetilde{X}_{i_{1}} \widetilde{X}_{i_{2}} \cdots \widetilde{X}_{i_{k}} \tilde{f}\right|_{\left.C_{\tilde{X}}^{\alpha} \widetilde{B}_{R}\right)} \leqslant\left|X_{i_{1}} X_{i_{2}} \cdots X_{i_{k}} f\right|_{C_{X}^{\alpha}\left(B_{R}\right)} \leqslant c\left|\widetilde{X}_{i_{1}} \widetilde{X}_{i_{2}} \cdots \widetilde{X}_{i_{k}} \tilde{f}\right|_{C_{\widetilde{X}}^{\alpha}\left(\widetilde{B}_{R}\right)} \tag{8.4}
\end{equation*}
$$

for $i_{j}=1,2, \ldots, q$.

Proof. For any $k \in \mathbb{R}$, we have the following inequalities:

$$
\begin{aligned}
& \frac{1}{r^{\alpha}} \frac{1}{\left|B_{r}(t, x) \cap B_{R}\left(t_{0}, x_{0}\right)\right|} \int_{B_{r}(t, x) \cap B_{R}\left(t_{0}, x_{0}\right)}|f(s, y)-k| d s d y \\
& \quad \leqslant \frac{c}{r^{\alpha}} \frac{1}{\left|\widetilde{B}_{r / \delta}\left(t, x, h^{\prime}\right)\right|} \int_{\widetilde{B}_{r / \delta}\left(t, x, h^{\prime}\right)}|\tilde{f}(s, y, h)-k| d s d y d h \quad \text { (by Lemma 8.2) } \\
& \left.\quad \leqslant \frac{c}{r^{\alpha}}|\tilde{f}|_{\widetilde{\widetilde{X}}_{\tilde{X}}^{\alpha}\left(\widetilde{B}_{R}\right)}(r / \delta)^{\alpha}=c|\tilde{f}|_{C_{\widetilde{X}}^{\alpha}\left(\widetilde{B}_{R}\right)} \quad \text { (choosing } k=f(t, x)=\tilde{f}\left(t, x, h^{\prime}\right)\right) .
\end{aligned}
$$

Taking the sup on $r>0$ and $(t, x) \in B_{R}\left(t_{0}, x_{0}\right)$, we get

$$
M_{\alpha, B_{R}\left(t_{0}, x_{0}\right)}(f) \leqslant c|\tilde{f}|_{C_{\tilde{X}}^{\alpha}\left(\widetilde{B}_{R}\right)}
$$

and, by Lemma 8.1, the second inequality in (8.3) follows (while the first is trivial).
Now, inequality (8.4) is also a consequence of what we have proved, just because $\tilde{X}_{i} \tilde{f}=\widetilde{\left(X_{i} f\right)}$. To justify this assertion, it is enough to recall the structure of the lifted vector fields $\widetilde{X}_{i}$ :

$$
\tilde{X}_{i}=X_{i}+\sum_{j=1}^{N-n} c_{i j}\left(x, h_{1}, h_{2}, \ldots, h_{j-1}\right) \partial_{h_{j}}, \quad i=1, \ldots, q
$$

Since $\tilde{f}$ does not depend on the added variables $h_{j}, \tilde{X}_{i} \tilde{f}=X_{i} \tilde{f}=\widetilde{\left(X_{i} f\right)}$. The same reasoning can be iterated to higher order derivatives.

Combining Theorem 5.3 with Proposition 8.3, we immediately get Theorem 5.4.

## Proof of Theorem 5.4.

$$
\begin{aligned}
\|u\|_{C_{X}^{2, \alpha}\left(B_{t}\right)} & \leqslant c\|\tilde{u}\|_{C_{\widetilde{X}}^{2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant \frac{c}{(s-t)^{\beta}}\left\{\|\tilde{H} \tilde{u}\|_{C_{\tilde{X}}^{\alpha}\left(\widetilde{B}_{s}\right)}+\|\tilde{u}\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\} \\
& \leqslant \frac{c}{(s-t)^{\beta}}\left\{\|H u\|_{C_{X}^{\alpha}\left(B_{s}\right)}+\|u\|_{L^{\infty}\left(B_{s}\right)}\right\} .
\end{aligned}
$$

Finally, by a covering argument, Theorem 5.1 follows:
Proof of Theorem 5.1. Let $U^{\prime}, U$ as in the statement of the theorem, and chose a family of balls $B_{R}^{i}$ such that

$$
U^{\prime} \subset \bigcup_{i=1}^{k} B_{R}^{i} \subset \bigcup_{i=1}^{k} B_{2 R}^{i} \subset U
$$

Then by (4.9), (4.10) and Theorem 5.4,

$$
\begin{aligned}
\|u\|_{C^{2, \alpha}\left(U^{\prime}\right)} & \leqslant\|u\|_{C^{2, \alpha}\left(\cup B_{R}^{i}\right)} \leqslant c \sum_{i=1}^{k}\|u\|_{C^{2, \alpha}\left(B_{R}^{i}\right)} \\
& \leqslant c \sum_{i=1}^{k}\left\{\|H u\|_{C^{\alpha}\left(B_{2 R}^{i}\right)}+\|u\|_{L^{\infty}\left(B_{2 R}^{i}\right)}\right\} \leqslant c\left\{\|H u\|_{C^{\alpha}(U)}+\|u\|_{L^{\infty}(U)}\right\} .
\end{aligned}
$$

## 9. Schauder estimates of higher order

In this section we want to extend Theorem 5.1 to higher order derivatives, proving Theorem 1.1 for the operator $H$ (without lower order terms). Explicitly, we are going to prove the following theorem.

Theorem 9.1. Let $k$ be a positive integer. Under assumptions (H1), (H2) (see Section 5), if $a_{i j} \in C^{k, \alpha}(U)$ for some positive integer $k$ and $\alpha \in(0,1)$, then for every domain $U^{\prime} \Subset U$ there exists a constant $c>0$ depending on $U, U^{\prime},\left\{X_{i}\right\}, \alpha, k, \lambda$ and $\left\|a_{i j}\right\|_{C^{k, \alpha}(U)}$, such that for every $u \in C_{\text {loc }}^{2+k, \alpha}(U)$ with $H u \in C^{k, \alpha}(U)$ one has

$$
\|u\|_{C^{2+k, \alpha}\left(U^{\prime}\right)} \leqslant c\left\{\|H u\|_{C^{k, \alpha}(U)}+\|u\|_{L^{\infty}(U)}\right\} .
$$

Let us recall the definition of $C^{k, \alpha}$-norm

$$
\|u\|_{C^{k, \alpha}(U)}=\sum_{|I|+2 h \leqslant k}\left\|\partial_{t}^{h} X^{I} u\right\|_{C^{\alpha}(U)}
$$

where, for any multiindex $I=\left(i_{1}, i_{2}, \ldots, i_{s}\right)$, with $1 \leqslant i_{j} \leqslant q$, we say that $|I|=s$ and

$$
X^{I} u=X_{i_{1}} X_{i_{2}} \cdots X_{i_{s}} u
$$

The first step to prove the above theorem is to get the analog of Theorem 5.2 , for $\|f\|_{C^{k, \alpha}}$.
Theorem 9.2. Under the assumptions of Theorem 9.1, there exists $r>0$ such that for any $f \in C_{0}^{k+2, \alpha}\left(\widetilde{B}_{r}\right)$, for some ball $\widetilde{B}_{r}\left(t_{0}, \xi_{0}\right) \subset \widetilde{U}$,

$$
\|f\|_{C^{k+2, \alpha}} \leqslant c\left\{\|\tilde{H} f\|_{C^{k, \alpha}}+\|f\|_{L^{\infty}}\right\} .
$$

In turn, the proof of this result will be achieved through several lemmas.
Lemma 9.3. For every $k \geqslant 0$ and every multi-index $J=\left(j_{1}, \ldots, j_{k}\right)$ there exist operators $P_{I}$ and $S_{I}$ that are a linear combination of frozen operators of type 2 and type 1, respectively, such that

$$
\widetilde{X}^{J}(a f)=\sum_{m=0}^{k} \sum_{|I|=m}\left(P_{I} \widetilde{X}_{I} \widetilde{H}_{0} f+S_{I} \widetilde{X}_{I} f\right)
$$

Proof. When $k=0$ the above formula reduces to

$$
a f=P \widetilde{H}_{0} f+S f
$$

which is (6.14).
Let us prove the formula by induction on $k$, so assume it holds for $|J|=k$ and let us prove its analog for a derivative of the kind $\widetilde{X}_{h} \widetilde{X}^{J}(a f)$. By Proposition 6.9, for suitable operators $P_{I, p}$, $P_{I, 0}$ of type two, and $S_{I, p}, S_{I, 0}$ of type one, we have

$$
\begin{aligned}
\widetilde{X}_{h} \widetilde{X}^{J}(a f) & =\sum_{m=0}^{k} \sum_{|I|=m}\left(\widetilde{X}_{h} P_{I} \widetilde{X}_{I} \widetilde{H}_{0} f+\widetilde{X}_{h} S_{I} \widetilde{X}_{I} f\right) \\
& =\sum_{m=0}^{k} \sum_{|I|=m}\left(\sum_{p=1}^{q} P_{I, p} \widetilde{X}_{p} \widetilde{X}_{I} \widetilde{H}_{0} f+P_{I, 0} \widetilde{X}_{I} \widetilde{H}_{0} f+\sum_{p=1}^{q} S_{I, p} \widetilde{X}_{p} \widetilde{X}_{I} f+S_{I, 0} \widetilde{X}_{I} f\right) \\
& =\sum_{m=0}^{k+1} \sum_{\left|I^{\prime}\right|=m}\left(P_{I^{\prime}} \widetilde{X}_{I^{\prime}} \widetilde{H}_{0} f+S_{I^{\prime}} \widetilde{X}_{I^{\prime}} f\right)
\end{aligned}
$$

which is exactly the assertion for $k+1$.
Lemma 9.4. For any integer $k \geqslant 0$, there exists $r>0$ such that for any $f \in C_{0}^{k+2, \alpha}\left(\widetilde{B}_{r}\right)$

$$
\begin{equation*}
\left\|D^{k+2} f\right\|_{C^{\alpha}} \leqslant c\left(\sup _{i, j}\left\|a_{i j}\right\|_{C^{k, \alpha}} \sum_{h \leqslant k+1}\left\|D^{h} f\right\|_{C^{\alpha}}+\|\widetilde{H} f\|_{C^{k, \alpha}}\right) \tag{9.1}
\end{equation*}
$$

and hence, by iteration

$$
\begin{equation*}
\left\|D^{k+2} f\right\|_{C^{\alpha}} \leqslant c_{a, k}\left(\|f\|_{L^{\infty}}+\|\tilde{H} f\|_{C^{k, \alpha}}\right) \tag{9.2}
\end{equation*}
$$

where $c_{a, k}$ depends on $\sup \left\|a_{i j}\right\|_{C^{k, \alpha}}$.
Proof. By the previous lemma and Proposition 6.7, for any multiindex $J,|J|=k$ and $m$, $l=1, \ldots, q$, we have

$$
\tilde{X}_{m} \tilde{X}_{l} \tilde{X}^{J}(a f)=\sum_{i=0}^{k} \sum_{|I|=i}\left(T_{I} \widetilde{X}_{I} \tilde{H}_{0} f+\widetilde{X}_{m} \tilde{X}_{l} S_{I} \tilde{X}_{I} f\right)
$$

where $T_{I}$ is of type $0, S_{I}$ is of type 1 . By Proposition 6.9 , this last equals

$$
\sum_{i=0}^{k} \sum_{|I|=i}\left(T_{I} \widetilde{X}_{I} \widetilde{H}_{0} f+\sum_{p=1}^{q} T_{I, p} \widetilde{X}_{p} \widetilde{X}_{I} f+T_{I, 0} \widetilde{X}_{I} f\right)
$$

for suitable operators $T_{I, p}, T_{I, 0}$ of type 0 . Hence

$$
\left\|D^{k+2} f\right\|_{C^{\alpha}} \leqslant c \sum_{i=0}^{k} \sum_{|I|=i}\left\|\widetilde{X}_{I} \widetilde{H}_{0} f\right\|_{C^{\alpha}}+c \sum_{j \leqslant k+1}\left\|D^{j} f\right\|_{C^{\alpha}} .
$$

To estimate $\left\|\widetilde{X}_{I} \widetilde{H}_{0} f\right\|_{C^{\alpha}}$ we write

$$
\begin{aligned}
\widetilde{X}_{I} \widetilde{H}_{0} f & =\widetilde{X}_{I}\left(\widetilde{H}_{0}-\widetilde{H}\right) f+\widetilde{X}_{I} \tilde{H} f \\
& =\sum_{i, j=1}^{q} \widetilde{X}_{I}\left(\left(a_{i j}\left(t_{0}, \xi_{0}\right)-a_{i j}(\cdot, \cdot)\right) \widetilde{X}_{i} \widetilde{X}_{j} f\right)+\widetilde{X}_{I} \widetilde{H} f \\
& =\sum_{i, j=1}^{q}\left(a_{i j}\left(t_{0}, \xi_{0}\right)-a_{i j}(\cdot, \cdot)\right) \widetilde{X}_{I} \widetilde{X}_{i} \widetilde{X}_{j} f-\sum_{\substack{\left|J^{\prime}\right|+\left|J^{\prime \prime}\right|=|I| \\
\left|J^{\prime}\right|>0}}\left(\widetilde{X}_{J^{\prime}} a_{i j}\right) \widetilde{X}_{J^{\prime \prime}} \widetilde{X}_{i} \widetilde{X}_{j} f+\widetilde{X}_{I} \widetilde{H} f
\end{aligned}
$$

and therefore (by the same "Korn's trick" explained in the proof of Theorem 5.2),

$$
\left\|\widetilde{X}_{I} \widetilde{H}_{0} f\right\|_{C^{\alpha}} \leqslant \varepsilon\left\|D^{k+2} f\right\|_{C^{\alpha}}+\sup \left\|a_{i j}\right\|_{C^{k, \alpha}} \sum_{h \leqslant k+1}\left\|D^{h} f\right\|_{C^{\alpha}}+\|\tilde{H} f\|_{C^{k, \alpha}}
$$

which gives

$$
\left\|D^{k+2} f\right\|_{C^{\alpha}} \leqslant c\left(\varepsilon\left\|D^{k+2} f\right\|_{C^{\alpha}}+\sup \left\|a_{i j}\right\|_{C^{k, \alpha}} \sum_{h \leqslant k+1}\left\|D^{h} f\right\|_{C^{\alpha}}+\|\tilde{H} f\|_{C^{k, \alpha}}\right)
$$

hence

$$
\left\|D^{k+2} f\right\|_{C^{\alpha}} \leqslant c\left(\sup \left\|a_{i j}\right\|_{C^{k, \alpha}} \sum_{h \leqslant k+1}\left\|D^{h} f\right\|_{C^{\alpha}}+\|\widetilde{H} f\|_{C^{k, \alpha}}\right)
$$

Iteration gives

$$
\left\|D^{k+2} f\right\|_{C^{\alpha}} \leqslant c_{a, k}\left(\|f\|_{C^{2, \alpha}}+\|\tilde{H} f\|_{C^{k, \alpha}}\right)
$$

and hence, by our "basic estimate" for $k=0$ (that is (5.2))

$$
\left\|D^{k+2} f\right\|_{C^{\alpha}} \leqslant c_{a, k}\left(\|f\|_{L^{\infty}}+\|\tilde{H} f\|_{C^{k, \alpha}}\right)
$$

The problem is now to bound also time derivatives of $f$. Recalling that

$$
\|f\|_{C^{k+2, \alpha}}=\sum_{2 h+m \leqslant k+2}\left\|\partial_{t}^{h} D^{m} f\right\|_{C^{\alpha}}
$$

let us prove the following lemma.

Lemma 9.5. For any triple of integers $k, h, m$ such that $k \geqslant 1, h \geqslant 1, m \geqslant 0,2 h+m \leqslant k+2$, we have

$$
\begin{equation*}
\left\|\partial_{t}^{h} D^{m} f\right\|_{\alpha} \leqslant c_{a, k}\left(\|\tilde{H} f\|_{C^{k, \alpha}}+\|f\|_{L^{\infty}}\right) \tag{9.3}
\end{equation*}
$$

Proof. Let us prove (9.3) by induction on $h$. For $h=1$ we have to show that

$$
\sum_{m=0}^{k}\left\|\partial_{t} D^{m} f\right\|_{\alpha} \leqslant c_{a, k}\left(\|\widetilde{H} f\|_{C^{k, \alpha}}+\|f\|_{L^{\infty}}\right)
$$

We start from the equation

$$
\begin{gather*}
\partial_{t} f=\widetilde{H} f+\sum_{i, j=1}^{q} a_{i j} \widetilde{X}_{i} \widetilde{X}_{j} f, \quad D^{m} \partial_{t} f=D^{m} \widetilde{H} f+D^{m}\left(\sum_{i, j=1}^{q} a_{i j} \widetilde{X}_{i} \widetilde{X}_{j} f\right) \\
\left\|\partial_{t} D^{m} f\right\|_{C^{\alpha}} \leqslant c\left(\|\tilde{H} f\|_{C^{k, \alpha}}+\sum_{i, j=1}^{q} \sum_{l=0}^{m}\left\|D^{m-l} a_{i j}\right\|_{C^{\alpha}}\left\|D^{l+2} f\right\|_{C^{\alpha}}\right) \\
\leqslant c_{a, k}\left(\|\tilde{H} f\|_{C^{k, \alpha}}+\|f\|_{L^{\infty}}\right) \quad(\text { by }(9.2)) . \tag{9.4}
\end{gather*}
$$

Assume (9.3) holds up to $h-1$. Again from (9.4) we get

$$
\begin{aligned}
D^{m} \partial_{t}^{h} f & =D^{m} \partial_{t}^{h-1} \widetilde{H} f+D^{m} \partial_{t}^{h-1}\left(\sum_{i, j=1}^{q} a_{i j} \widetilde{X}_{i} \widetilde{X}_{j} f\right) \\
\left\|D^{m} \partial_{t}^{h} f\right\|_{C^{\alpha}} & \leqslant\|\widetilde{H} f\|_{C^{m+2 h-2, \alpha}}+c_{a, m+2 h-2} \sum_{l=0}^{m}\left\|D^{l+2} \partial_{t}^{h-1} f\right\|_{C^{\alpha}} \\
& \leqslant c_{a, k}\left(\|\tilde{H} f\|_{C^{k, \alpha}}+\|f\|_{L^{\infty}}\right)
\end{aligned}
$$

by inductive hypothesis and our assumptions on $m, k, h$.
By Lemmas 9.4 and 9.5, Theorem 9.2 is proved. The second step of the proof of higher order Schauder estimates is contained in the following theorem.

Theorem 9.6. Under the assumptions of Theorem 9.1, there exists $R>0$ such that for any for every $f \in C^{k+2, \alpha}\left(\widetilde{B}_{R}\left(t_{0}, \xi_{0}\right)\right), 0<t<s<R$,

$$
\begin{equation*}
\|f\|_{C^{k+2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant \frac{c}{(s-t)^{\beta_{k}}}\left\{\|\tilde{H} f\|_{C^{k, \alpha}\left(\widetilde{B}_{s}\right)}+\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\} . \tag{9.5}
\end{equation*}
$$

Proof (Sketch). The proof is now a tedious but quite straigthforward iteration of the steps of the proofs of Lemmas 9.4 and 9.5, using suitable cutoff function. We state the steps.

1. We start from (9.1), in the following slightly sharper form, which is actually what has been proved in Lemma 9.4 (here the norm of $\widetilde{H} f$ involves only spatial derivatives):

$$
\left\|D^{k+2} f\right\|_{C^{\alpha}} \leqslant c_{k, a}\left(\sum_{j \leqslant k+1}\left\|D^{j} f\right\|_{C^{\alpha}}+\sum_{j \leqslant k}\left\|D^{j} \tilde{H} f\right\|_{C^{\alpha}}\right)
$$

and apply this to $f \zeta$, with $f \in C^{k+2, \alpha}\left(\widetilde{B}_{s}\right)$ and $\zeta$ cutoff function with $\widetilde{B}_{t} \prec \zeta \prec \widetilde{B}_{s}$. Then we get, with the usual techniques:

$$
\begin{equation*}
\left\|D^{k+2} f\right\|_{C^{\alpha}\left(\widetilde{B}_{t}\right)} \leqslant c_{k, a}\left(\sum_{j \leqslant k+1} \frac{1}{(s-t)^{j+1}}\left\|D^{j} f\right\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\frac{1}{(s-t)^{k+1}}\|\widetilde{H} f\|_{C^{k, \alpha}\left(\widetilde{B}_{s}\right)}\right) \tag{9.6}
\end{equation*}
$$

2. Next, we refine the above argument as follows. For fixed $0<t<s$, we set $t_{j}=$ $t+\frac{j}{k+1}(s-t)$ for $j=0,1,2, \ldots, k+1$, and rewrite (9.6) as

$$
\begin{aligned}
& \left\|D^{j+2} f\right\|_{C^{\alpha}\left(\widetilde{B}_{t_{j-1}}\right)} \\
& \quad \leqslant c_{k, a}\left(\sum_{i \leqslant j+1} \frac{1}{\left(t_{j}-t_{j-1}\right)^{i+1}}\left\|D^{i} f\right\|_{C^{\alpha}\left(\widetilde{B}_{t_{j}}\right)}+\frac{1}{\left(t_{j}-t_{j-1}\right)^{i+1}}\|\tilde{H} f\|_{C^{j, \alpha}\left(\widetilde{B}_{t_{j}}\right)}\right)
\end{aligned}
$$

for $j=1,2, \ldots, k$. Collecting all these inequalities and our basic estimate for $k=0$ (that is, (7.15)) we get, by iteration

$$
\begin{equation*}
\left\|D^{k+2} f\right\|_{C^{\alpha}\left(\widetilde{B}_{t}\right)} \leqslant \frac{c_{k, a}}{(s-t)^{\beta_{k}}}\left(\|\widetilde{H} f\|_{C^{k, \alpha}\left(\widetilde{B}_{s}\right)}+\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right) . \tag{9.7}
\end{equation*}
$$

3. We now have to add, at the left-hand side of our inequalities, the terms involving time derivatives. To do this, we apply (9.3) to $f \zeta$, where $\zeta$ is a cutoff function with $\widetilde{B}_{t} \prec \zeta \prec \widetilde{B}_{s}$. By standard computations this yields, for any triple of integers $k, h, m$ such that $k \geqslant 1, h \geqslant 1$, $m \geqslant 0,2 h+m \leqslant k+2$,

$$
\left\|\partial_{t}^{h} D^{m} f\right\|_{C^{\alpha}\left(\widetilde{B}_{t}\right)} \leqslant c_{a, k}\left(\frac{1}{(s-t)^{k+1}}\|\tilde{H} f\|_{C^{k, \alpha}\left(\widetilde{B}_{s}\right)}+\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+\frac{1}{(s-t)^{k+3}}\|f\|_{C^{k+1, \alpha}\left(\widetilde{B}_{s}\right)}\right) .
$$

Together with (9.7), this allows to write

$$
\begin{align*}
& \|f\|_{C^{k+2, \alpha}\left(\widetilde{B}_{t}\right)} \\
& \quad \leqslant c_{a, k}\left(\frac{1}{(s-t)^{\beta_{k}}}\|\widetilde{H} f\|_{C^{k, \alpha}\left(\widetilde{B}_{s}\right)}+\frac{1}{(s-t)^{\beta_{k}}}\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}+\frac{1}{(s-t)^{k+3}}\|f\|_{C^{k+1, \alpha}\left(\widetilde{B}_{s}\right)}\right) . \tag{9.8}
\end{align*}
$$

4. Reasoning like in step 2 of this proof, (9.8) iteratively implies

$$
\|f\|_{C^{k+2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant \frac{c_{a, k}}{(s-t)^{\beta_{k}^{\prime}}}\left(\|\tilde{H} f\|_{C^{k, \alpha}\left(\widetilde{B}_{s}\right)}+\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right)
$$

which ends the proof.
Finally, we note that Theorem 9.6 immediately implies Theorem 9.1, by the same arguments of Section 8.

## 10. Operators with lower order terms

We now complete the proof of Theorem 1.1, considering an operator with lower order terms. We start with $C^{2, \alpha}$-estimates.

Theorem 10.1. Let

$$
H_{1}=\partial_{t}-\sum_{i, j=1}^{q} a_{i j}(t, x) X_{i} X_{j}+\sum_{j=1}^{q} b_{j}(t, x) X_{j}+c(t, x)
$$

If (H1), (H2) hold, then for every domain $U^{\prime} \Subset U, \alpha \in(0,1), a_{i j}, b_{j}, c \in C^{\alpha}(U)$, there exists a constant $c>0$, depending on $U, U^{\prime},\left\{X_{i}\right\}, \alpha, \lambda$ and the $C^{\alpha}(U)$-norms of the coefficients $a_{i j}$, $b_{j}, c$, such that for every $u \in C_{\mathrm{loc}}^{2, \alpha}(U)$ with $H_{1} u \in C^{\alpha}(U)$ one has

$$
\|u\|_{C^{2, \alpha}\left(U^{\prime}\right)} \leqslant c\left\{\left\|H_{1} u\right\|_{C^{\alpha}(U)}+\|u\|_{L^{\infty}(U)}\right\} .
$$

Proof. The proof will follow the same three steps of the proof of Theorem 5.1. Let

$$
\widetilde{H}_{1}=\partial_{t}-\sum_{i, j=1}^{q} a_{i j}(t, x) \widetilde{X}_{i} \widetilde{X}_{j}+\sum_{k=1}^{q} b_{k}(t, x) \widetilde{X}_{k}+c(t, x)=\widetilde{H}+\sum_{k=1}^{q} b_{k}(t, x) \widetilde{X}_{k}+c(t, x) .
$$

By (6.16) and (4.3) of Proposition 4.2 we can write

$$
\begin{align*}
\left\|\widetilde{X}_{k} \widetilde{X}_{h} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)} & \leqslant c\left\{\|\widetilde{H} f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\sum_{l=1}^{q}\left\|\widetilde{X}_{l} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right\} \\
& \leqslant c\left\{\left\|\widetilde{H}_{1} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\sum_{l=1}^{q}\left\|\widetilde{X}_{l} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right\} \tag{10.1}
\end{align*}
$$

for every $f \in C_{0}^{2, \alpha}\left(\widetilde{B}_{r}\right)$, with $r$ small enough. To get rid of the term containing $\widetilde{X}_{l} f$, we now apply the interpolation inequality of Theorem 7.4 which, for functions with compact support, rewrites as

$$
\begin{equation*}
\|D f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)} \leqslant \delta\left[\left\|D^{2} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\left\|\partial_{t} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right]+\frac{c}{\delta^{\gamma} r^{\beta}}\|f\|_{L^{\infty}\left(\widetilde{B}_{r}\right)} . \tag{10.2}
\end{equation*}
$$

From (10.1) and (10.2) we get

$$
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{r}\right)} \leqslant c\left\{\left\|\widetilde{H}_{1} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}\right\}
$$

and the same reasoning of the last lines of Section 6 then gives

$$
\begin{equation*}
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{r}\right)} \leqslant c\left\{\left\|\widetilde{H}_{1} f\right\|_{C^{\alpha}\left(\widetilde{B}_{r}\right)}+\|f\|_{L^{\infty}\left(\widetilde{B}_{r}\right)}\right\} \tag{10.3}
\end{equation*}
$$

that is step 1 for the operator $H_{1}$.

Now, look at the proof of Theorem 5.3, at the end of Section 7. If $f \in C^{2, \alpha}(\widetilde{U}), \widetilde{B}_{R} \subseteq \widetilde{U}$ ( $R$ small enough to apply Theorem 5.2), $t<R, s=(t+R) / 2$, and $\zeta$ is a cutoff function, $\widetilde{B}_{t} \prec$ $\zeta \prec \widetilde{B}_{s}$, we can apply (10.3) to $f \zeta$, getting

$$
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant c\left\{\left\|\widetilde{H}_{1}(f \zeta)\right\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\|f \zeta\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right\}
$$

Now, expanding the expression $\widetilde{H}_{1}(f \zeta)$ and bounding the $C^{\alpha}\left(\widetilde{B}_{s}\right)$-norm of each term, we get essentially the same terms obtained in the proof of Theorem 5.3; so the rest of the proof can be repeated without changes, and we get

$$
\begin{equation*}
\|f\|_{C^{2, \alpha}\left(\widetilde{B}_{t}\right)} \leqslant \frac{c}{(t-s)^{\beta}}\left(\left\|\widetilde{H}_{1} f\right\|_{C^{\alpha}\left(\widetilde{B}_{s}\right)}+\|f\|_{L^{\infty}\left(\widetilde{B}_{s}\right)}\right) \tag{10.4}
\end{equation*}
$$

that is, step 2 for the operator $H_{1}$. Finally, by the same arguments of Section 8, (10.4) implies Theorem 10.1.

We can now easily extend to the operator with lower order terms also the $C^{k+2, \alpha}$-estimates of Theorem 9.1, completing the proof of Theorem 1.1.

Proof of Theorem 1.1. By Theorem 9.1 we can write

$$
\begin{align*}
\|u\|_{C^{2+k, \alpha}\left(U^{\prime}\right)} & \leqslant c\left\{\|H u\|_{C^{k, \alpha}(U)}+\|u\|_{L^{\infty}(U)}\right\} \\
& \leqslant c\left\{\left\|H_{1} u\right\|_{C^{k, \alpha}(U)}+\|u\|_{L^{\infty}(U)}+\sum_{j=1}^{q}\left\|b_{j} X_{j} u\right\|_{C^{k, \alpha}(U)}+\|c u\|_{C^{k, \alpha}(U)}\right\} \\
& \leqslant c\left\{\left\|H_{1} u\right\|_{C^{k, \alpha}(U)}+\|u\|_{L^{\infty}(U)}+\|u\|_{C^{k+1, \alpha}(U)}\right\} \quad \text { (by (4.5)). } \tag{10.5}
\end{align*}
$$

Next, we choose an increasing family of domains $U_{j}(j=0,1,2, \ldots, k+1)$ such that

$$
U_{0}=U^{\prime} \Subset U_{1} \Subset U_{2} \Subset \cdots \Subset U_{k} \Subset U_{k+1}=U
$$

and rewrite (10.5) as

$$
\|u\|_{C^{2+j, \alpha}\left(U_{k-j}\right)} \leqslant c\left\{\left\|H_{1} u\right\|_{C^{j, \alpha}(U)}+\|u\|_{L^{\infty}(U)}+\|u\|_{C^{j+1, \alpha}\left(U_{k-j+1}\right)}\right\}
$$

for $j=1,2, \ldots, k$. Collecting these inequalities and our basic estimate on $\|u\|_{C^{2, \alpha}\left(U_{k}\right)}$, that is, Theorem 5.1, we get

$$
\|u\|_{C^{2+k, \alpha}\left(U^{\prime}\right)} \leqslant c\left\{\left\|H_{1} u\right\|_{C^{k, \alpha}(U)}+\|u\|_{L^{\infty}(U)}\right\}
$$

which is our desired result.

## 11. Regularization of solutions

In this section we will prove a regularization result for the complete operator $H_{1}$ considered in Section 10. The main tool for this result is a family of mollifiers adapted to the vector fields $X_{j}$. We start with a technical lemma borrowed from [8].

Lemma 11.1. Given an operator of type

$$
H_{A}=\partial_{t}-\sum_{i, j=1}^{q} a_{i j}(t, x) Z_{i} Z_{j},
$$

where $Z_{1}, \ldots, Z_{q}$ satisfy the assumptions (H1) in some bounded domain $\Omega \subseteq \mathbb{R}^{n}$, the matrix $A=\left\{a_{i j}\right\}$ satisfies assumptions $(\mathrm{H} 2)$, (H3) in $U \subset \mathbb{R} \times \Omega$, and given $U^{\prime} \Subset U$, there exists a new operator of type

$$
\begin{equation*}
H_{A}^{\prime}=\partial_{t}-\sum_{i, j=1}^{m} a_{i j}^{\prime}(t, x) X_{i} X_{j} \tag{11.1}
\end{equation*}
$$

such that:
(i) the vector fields $X_{i}$ 's and the coefficients $a_{i j}^{\prime}$ are defined on the whole space $\mathbb{R}^{n+1}$;
(ii) $H_{A}^{\prime}$ coincides with $H_{A}$ in $U^{\prime}$;
(iii) $H_{A}^{\prime}$ coincides with the classical heat operator for $x$ outside $\Omega$;
(iv) $H_{A}^{\prime}$ satisfies $(\mathrm{H} 1)$ and $(\mathrm{H} 2)$, with the same constant $\lambda$.

Proof. Let $\varphi \in C_{0}^{\infty}(\Omega)$ be a fixed cutoff function such that $\varphi(x)=1$ iff $x \in \overline{\Omega^{\prime}}$, being $\Omega^{\prime}$ an open set with $\overline{\Omega^{\prime}} \Subset \Omega$ (see Lemma 2.8 in [8] for details on the existence of this cutoff function). Let us define the new system of vector fields $X_{1}, \ldots, X_{m}(m=q+n)$, as follows:

$$
X_{i}=\varphi Z_{i}, \quad i=1, \ldots, q, \quad X_{q+k}=(1-\varphi) \partial_{x_{k}}, \quad k=1, \ldots, n .
$$

Next, let $\psi \in C_{0}^{\infty}(U), \psi \equiv 1$ in $U^{\prime}$, and set

$$
\left\{b_{i j}\right\}_{i, j=1}^{n+q}=\left[\begin{array}{cc}
\left\{a_{h k}\right\}_{h, k=1}^{q} & 0 \\
0 & I_{n}
\end{array}\right] ; \quad a_{i j}^{\prime}=\psi b_{i j}+(1-\psi) \delta_{i j}
$$

For the operator $H_{A}^{\prime}$ defined as in (11.1) by these vector fields $X_{i}$, conditions (i), (ii), (iv) and (H2) are obviously satisfied, so we only need to check Hörmander's condition. Fix a point $x \in \mathbb{R}^{n}$; if $\varphi(x) \neq 1$, then in a neighborhood of $x$ the system $X_{1}, \ldots, X_{m}$ contains nonvanishing multiples of the $n$ fields $\partial_{x_{k}}$, which span; if $\varphi(x)=1$, then the fields $X_{i}=\varphi Z_{i}, i=1, \ldots, q$, satisfy Hörmander's condition at $x$ because at that point

$$
\left[X_{i}, X_{j}\right]=\left[\varphi Z_{i}, \varphi Z_{j}\right]=\varphi^{2}\left[Z_{i}, Z_{j}\right]+\varphi\left(Z_{i} \varphi\right) Z_{j}-\varphi\left(Z_{j} \varphi\right) Z_{i}=\left[Z_{i}, Z_{j}\right]
$$

since in $\overline{\Omega^{\prime}} \varphi=1$ and $\varphi_{x_{k}}=0$ for every $k$. Iterating the above relation, we see that at the point $x$ the system $X_{i}(i=1, \ldots, q)$ and the system $Z_{i}(i=1, \ldots, q)$ generate the same Lie algebra, that is the whole $\mathbb{R}^{n}$.

Let

$$
\mathbf{H}=\partial_{t}-L=\partial_{t}-\sum_{i=1}^{q} X_{i}^{2} .
$$

By the above lemma, the vector fields $X_{j}$ have globally bounded coefficients and by known results of Kusuoka and Stroock (see [23, Section 4]), there exists a fundamental solution $h(t, x, y)$ such that

$$
\begin{equation*}
\frac{\partial h}{\partial t}(t, x, y)=[L h(t, \cdot, y)](x)=\left[L^{*} h(t, x, \cdot)\right](y) \tag{11.2}
\end{equation*}
$$

for $(t, x, y) \in(0,+\infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n}$, satisfying the estimates

$$
\begin{gather*}
\frac{1}{c|B(x, \sqrt{t})|} e^{-\frac{c d(x, y)^{2}}{t}} \leqslant h(t, x, y) \leqslant \frac{c}{|B(x, \sqrt{t})|} e^{-\frac{d(x, y)^{2}}{c t}},  \tag{11.3}\\
\left|X_{x}^{I} X_{y}^{J} h(t, x, y)\right| \leqslant \frac{c}{t^{(|I|+|J|) / 2}|B(x, \sqrt{t})|} e^{-\frac{d(x, y)^{2}}{c t}} \tag{11.4}
\end{gather*}
$$

for $(t, x, y) \in(0,1) \times \mathbb{R}^{n} \times \mathbb{R}^{n}$, for every multiindexes $I$ and $J$. By construction $h(t, x, y)$ is the density of a probability measure and therefore

$$
\int_{\mathbb{R}^{n}} h(t, x, y) d y=1
$$

for every $(t, x) \in(0,+\infty) \times \mathbb{R}^{n}$.
We now use this "Gaussian kernel" to build a family of mollifiers adapted to the vector fields $X_{i}$.

Theorem 11.2 (Mollifiers). Let $\eta \in C_{0}^{\infty}(\mathbb{R})$ be a positive test function with $\int \eta(t) d t=1$ and let

$$
\phi_{\varepsilon}(t, x, y)=\varepsilon^{-1} h(\varepsilon, x, y) \eta\left(\frac{t}{\varepsilon}\right)
$$

For any $f \in C^{\alpha}\left(\mathbb{R}^{n+1}\right), \varepsilon \in(0,1)$, set

$$
f_{\varepsilon}(t, x)=\int_{\mathbb{R}^{n+1}} \phi_{\varepsilon}(t-s, x, y) f(s, y) d s d y .
$$

Then, there exists a constant $c$ depending on $\alpha,\left\{X_{i}\right\}$, such that

$$
\begin{equation*}
\left\|f_{\varepsilon}\right\|_{C^{\alpha}} \leqslant c\|f\|_{C^{\alpha}} \tag{11.5}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\|f_{\varepsilon}-f\right\|_{L^{\infty}\left(\mathbb{R}^{n+1}\right)}=0 \tag{11.6}
\end{equation*}
$$

Proof. To prove (11.5), we will show that $\phi_{\varepsilon}(t-s, x, y)$ satisfies the properties of singular integral kernels, (2.4), (2.5), (2.8), (2.9), with $\beta=\gamma=1$, uniformly in $\varepsilon$. By (11.3) and Lemma 3.6, we have

$$
\begin{equation*}
0 \leqslant \phi_{\varepsilon}(t-s, x, y) \leqslant c \frac{\eta\left(\frac{t-s}{\varepsilon}\right) e^{-\frac{d(x, y)^{2}}{c \varepsilon}}}{\varepsilon|B(x, \sqrt{\varepsilon})|} \leqslant c \frac{\eta\left(\frac{t-s}{\varepsilon}\right) e^{-\frac{d(x, y)^{2}}{c \varepsilon}}}{|B((t, x), \sqrt{\varepsilon})|} \tag{11.7}
\end{equation*}
$$

and therefore when $d_{\mathrm{P}}((t, x),(s, y)) \leqslant \sqrt{\varepsilon}$ we obtain

$$
\phi_{\varepsilon}(t-s, x, y) \leqslant \frac{c}{|B((t, x),(s, y))|}
$$

If now $d_{\mathrm{P}}((t, x),(s, y)) \geqslant \sqrt{\varepsilon}$, by the doubling condition there exists $\sigma>0$ such that

$$
\frac{|B((t, x),(s, y))|}{|B((t, x), \sqrt{\varepsilon})|} \leqslant c\left(\frac{d_{\mathrm{P}}((t, x),(s, y))}{\sqrt{\varepsilon}}\right)^{\sigma} .
$$

Hence

$$
\frac{\eta\left(\frac{t-s}{\varepsilon}\right) e^{-\frac{d(x, y)^{2}}{c \varepsilon}}}{|B((t, x), \sqrt{\varepsilon})|} \leqslant \frac{c}{|B((t, x),(s, y))|}\left(\frac{d_{\mathrm{P}}((t, x),(s, y))}{\sqrt{\varepsilon}}\right)^{\sigma} \eta\left(\frac{t-s}{\varepsilon}\right) e^{-\frac{d(x, y)^{2}}{c \varepsilon}} .
$$

Since $\eta \in C_{0}^{\infty}(\mathbb{R})$ we have $\eta(v) \leqslant c e^{-|v|}$ and therefore

$$
\begin{equation*}
\eta\left(\frac{t-s}{\varepsilon}\right) e^{-\frac{d(x, y)^{2}}{c \varepsilon}} \leqslant e^{-\left|\frac{t-s}{\varepsilon}\right|} e^{-\frac{d(x, y)^{2}}{c \varepsilon}} \leqslant e^{-\frac{|t-s|+d(x, y)^{2}}{c \varepsilon}}=e^{-\frac{d \mathrm{p}((t, x),(s, y))^{2}}{c \varepsilon}} . \tag{11.8}
\end{equation*}
$$

Since the function $t \mapsto t^{\sigma} e^{-t^{2}}$ is bounded on $(0, \infty)$ we conclude

$$
\begin{aligned}
\frac{\eta\left(\frac{t-s}{\varepsilon}\right) e^{-\frac{d(x, y)^{2}}{c \varepsilon}}}{|B((t, x), \sqrt{\varepsilon})|} & \leqslant \frac{c}{|B((t, x),(s, y))|}\left(\frac{d_{\mathrm{P}}((t, x),(s, y))}{\sqrt{\varepsilon}}\right)^{\sigma} e^{-\frac{d_{\mathrm{p}(t, x)(, s, y))^{2}}^{c \varepsilon}}{c \varepsilon}} \\
& \leqslant \frac{c}{|B((t, x),(s, y))|}
\end{aligned}
$$

that is (2.4).
Let now $R=d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(t, x)\right)$. By 4.2(ii) we have

$$
\begin{aligned}
& \left|\phi_{\varepsilon}(t-s, x, y)-\phi_{\varepsilon}\left(t_{0}-s, x_{0}, y\right)\right| \\
& \quad \leqslant\left(\sup _{(\tau, z)}\left|X_{i}^{x} \phi_{\varepsilon}(\tau-s, z, y)\right|+R \sup _{(\tau, z)}\left|\partial_{t} \phi_{\varepsilon}(\tau-s, z, y)\right|\right) d_{\mathrm{P}}\left((t, x),\left(t_{0}, x_{0}\right)\right),
\end{aligned}
$$

where the sup is taken for $(\tau, z) \in B\left(\left(t_{0}, x_{0}\right), 5 R\right)$.
Assume that

$$
d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right) \geqslant M d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(t, x)\right)
$$

with $M>5$; then for a suitable constant $c$ we have $d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right) \leqslant c d_{\mathrm{P}}((\tau, z),(s, y))$.

Using (11.4) and reasoning as in (11.8) we obtain

$$
\left|X_{i}^{x} \phi_{\varepsilon}(\tau-s, z, y)\right| \leqslant \frac{c}{\varepsilon^{3 / 2}} \frac{e^{-\frac{d(z, y)^{2}}{c \varepsilon}}}{|B(z, \sqrt{\varepsilon})|} \eta\left(\frac{\tau-s}{\varepsilon}\right) \leqslant \frac{c}{\sqrt{\varepsilon}} \frac{e^{-\frac{d_{\mathrm{P}}((\tau, z),(s, y))^{2}}{c \varepsilon}}}{|B((\tau, z), \sqrt{\varepsilon})|} \leqslant \frac{c}{\sqrt{\varepsilon}} \frac{e^{-\frac{d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)^{2}}{c \varepsilon}}}{|B((\tau, z), \sqrt{\varepsilon})|}
$$

Assume that $d_{\mathrm{P}}((\tau, z),(s, y)) \leqslant \sqrt{\varepsilon}$. Then

$$
\begin{aligned}
& \left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right| \\
& \quad \leqslant c\left|B\left((s, y), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right| \leqslant c\left|B\left((s, y), d_{\mathrm{P}}((\tau, z),(s, y))\right)\right| \\
& \quad \leqslant c\left|B\left((\tau, z), d_{\mathrm{P}}((\tau, z),(s, y))\right)\right| \leqslant c|B((\tau, z), \sqrt{\varepsilon})| .
\end{aligned}
$$

Therefore

$$
\left|X_{i}^{x} \phi_{\varepsilon}(\tau-s, z, y)\right| \leqslant \frac{c}{\sqrt{\varepsilon}} \frac{e^{-\frac{\left.d_{\mathrm{P}}\left(t_{0}, x_{0}\right),(s, y)\right)^{2}}{c \varepsilon}}}{\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|} .
$$

Let now $d_{\mathrm{P}}((\tau, z),(s, y)) \geqslant \sqrt{\varepsilon}$ then

$$
\begin{aligned}
\frac{\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|}{|B((\tau, z), \sqrt{\varepsilon})|} & \leqslant c \frac{\left|B\left((\tau, z), d_{\mathrm{P}}((\tau, z),(s, y))\right)\right|}{|B((\tau, z), \sqrt{\varepsilon})|} \\
& \leqslant\left(\frac{d_{\mathrm{P}}((\tau, z),(s, y))}{\sqrt{\varepsilon}}\right)^{\sigma}
\end{aligned}
$$

so that

$$
\begin{aligned}
\left|X_{i}^{x} \phi_{\varepsilon}(\tau-s, z, y)\right| & \leqslant \frac{c}{\sqrt{\varepsilon}} \frac{e^{-\frac{d_{\mathrm{p}}((\tau, z),(s, y))^{2}}{c \varepsilon}}}{|B((\tau, z), \sqrt{\varepsilon})|} \\
& \leqslant \frac{c}{\sqrt{\varepsilon}} \frac{e^{-\frac{d_{\mathrm{P}((\tau, z)(s, y))^{2}}^{c \varepsilon}}{c \varepsilon}}}{\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|}\left(\frac{d_{\mathrm{P}}((\tau, z),(s, y))}{\sqrt{\varepsilon}}\right)^{\sigma} \\
& \leqslant \frac{c}{\sqrt{\varepsilon}} \frac{e^{-\frac{d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)^{2}}{c \varepsilon}}}{\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|}
\end{aligned}
$$

Similarly

$$
\begin{aligned}
R\left|\partial_{t} \phi_{\varepsilon}(\tau-s, z, y)\right| & \leqslant c R \frac{\left|\eta^{\prime}\left(\frac{\tau-s}{\varepsilon}\right)\right| e^{-\frac{d(z, y)^{2}}{c \varepsilon}}}{\varepsilon^{2}|B(z, \sqrt{\varepsilon})|} \\
& \leqslant \frac{R}{\sqrt{\varepsilon}} \frac{c e^{-\frac{d_{\mathrm{P}((\tau, z),(s, y))^{2}}^{c \varepsilon}}{\sqrt{\varepsilon}}\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|}}{} \\
& \leqslant \frac{d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)}{\sqrt{\varepsilon}} \frac{c e^{-\frac{d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)^{2}}{c \varepsilon}}}{\sqrt{\varepsilon}\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|} \\
& \leqslant \frac{c e^{-\frac{d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)^{2}}{c \varepsilon}}}{\sqrt{\varepsilon}\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left|\phi_{\varepsilon}(t-s, x, y)-\phi_{\varepsilon}\left(t_{0}-s, x_{0}, y\right)\right| \\
& \\
& \quad \leqslant \frac{c e^{-\frac{\left.d_{\mathrm{P}}\left(t_{0}, x_{0}\right),(s, y)\right)^{2}}{c \varepsilon}}}{\sqrt{\varepsilon}\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|} d_{\mathrm{P}}\left((t, x),\left(t_{0}, x_{0}\right)\right) \\
& \\
& \quad \leqslant \frac{d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)}{\sqrt{\varepsilon}} \frac{c d_{\mathrm{P}}\left((t, x),\left(t_{0}, x_{0}\right)\right) e^{-\frac{d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)^{2}}{c \varepsilon}}}{d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|} \\
& \\
& \quad \leqslant \frac{c d_{\mathrm{P}}\left((t, x),\left(t_{0}, x_{0}\right)\right)}{d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|} \\
& \quad \leqslant \frac{c d_{\mathrm{P}}\left((t, x),\left(t_{0}, x_{0}\right)\right)}{d_{\mathrm{P}}((t, x),(s, y))\left|B\left(\left(t_{0}, x_{0}\right), d_{\mathrm{P}}\left(\left(t_{0}, x_{0}\right),(s, y)\right)\right)\right|} .
\end{aligned}
$$

This is exactly (2.5) with $\beta=1$.
Next, we have

$$
\left|\int_{d_{\mathrm{P}}^{\prime}((t, x),(s, y))>r} \phi_{\varepsilon}(t-s, x, y) d s d y\right| \leqslant \int_{\mathbb{R}^{n+1}} \varepsilon^{-1} h(\varepsilon, x, y) \eta\left(\frac{t-s}{\varepsilon}\right) d s d y=1
$$

which is (2.8). Also,

$$
\begin{aligned}
& \lim _{r \rightarrow 0}\left|\int_{d_{\mathrm{P}}^{\prime}((t, x),(s, y))>r} \phi_{\varepsilon}(t-s, x, y) d s d y-\int_{d_{\mathrm{P}}^{\prime}\left(\left(t_{0}, x_{0}\right),(s, y)\right)>r} \phi_{\varepsilon}\left(t_{0}-s, x_{0}, y\right) d s d y\right| \\
& \quad=\left|\int_{\mathbb{R}^{n+1}} \phi_{\varepsilon}(t-s, x, y) d s d y-\int_{\mathbb{R}^{n+1}} \phi_{\varepsilon}(t-s, x, y) d s d y\right|=|1-1|=0
\end{aligned}
$$

which trivially implies (2.9) with $\gamma=1$.
By Theorem 2.7 we get

$$
\left|f_{\varepsilon}\right|_{C^{\alpha}} \leqslant c\|f\|_{C^{\alpha}} \quad \text { for every } \alpha \in(0,1)
$$

Since we also have

$$
\left|f_{\varepsilon}(t, x)\right| \leqslant \int_{\mathbb{R}^{n+1}} \phi_{\varepsilon}(t-s, x, y)|f(s, y)| d s d y \leqslant\|f\|_{\infty} \int_{\mathbb{R}^{n+1}} \phi_{\varepsilon}(t-s, x, y) d y=1 \cdot\|f\|_{\infty}
$$

we conclude

$$
\left\|f_{\varepsilon}\right\|_{C^{\alpha}} \leqslant c\|f\|_{C^{\alpha}} \quad \text { for every } \alpha \in(0,1)
$$

that is (11.5). Note that we have applied only (2.10) in Theorem 2.7, which does not require boundedness of the space.

Let us come to the proof of (11.6). Since $\int_{\mathbb{R}^{n+1}} \phi_{\varepsilon}(t, x, y) d t d y=1$ we have

$$
f_{\varepsilon}(t, x)-f(t, x)=\int \phi_{\varepsilon}(t-s, x, y)[f(s, y)-f(t, x)] d s d y
$$

Hence, using (11.7) and (11.8) we get

$$
\begin{aligned}
&\left|f_{\varepsilon}(t, x)-f(t, x)\right| \\
& \leqslant \int \phi_{\varepsilon}(t-s, x, y)|f(s, y)-f(t, x)| d s d y \\
& \leqslant \frac{1}{|B((t, x), \sqrt{\varepsilon})|} \int e^{-\frac{d_{\mathrm{P}(t, x)(, s, y))^{2}}^{c \varepsilon}}{c \varepsilon}} d_{\mathrm{P}}((s, y),(t, x))^{\alpha} d s d y \\
&= \frac{1}{|B((t, x), \sqrt{\varepsilon})|} \int_{B((t, x), \sqrt{\varepsilon})} e^{-\frac{d_{\mathrm{P}}((t, x),(s, y))^{2}}{c \varepsilon}} d_{\mathrm{P}}((s, y),(t, x))^{\alpha} d s d y \\
&+\sum_{k=0}^{+\infty} \frac{1}{|B((t, x), \sqrt{\varepsilon})|} \int_{B\left((t, x), 2^{k+1} \sqrt{\varepsilon}\right) \backslash B\left((t, x), 2^{k} \sqrt{\varepsilon}\right)} e^{-\frac{d_{\mathrm{P}((t, x),(s, y))^{2}}^{c \varepsilon}}{c \mid}} d_{\mathrm{P}}((s, y),(t, x))^{\alpha} d s d y \\
& \leqslant \varepsilon^{\alpha / 2}+\sum_{k=0}^{+\infty} \frac{\left|B\left((t, x), 2^{k+1} \sqrt{\varepsilon}\right)\right|}{|B((t, x), \sqrt{\varepsilon})|} e^{-\frac{2^{2 k}}{c}}\left(2^{k+1} \sqrt{\varepsilon}\right)^{\alpha} \\
& \leqslant \varepsilon^{\alpha / 2}+\sum_{k=0}^{+\infty} 2^{(k+1) \sigma} e^{-\frac{2^{2 k}}{c}}\left(2^{k+1} \sqrt{\varepsilon}\right)^{\alpha}=c \varepsilon^{\alpha / 2} .
\end{aligned}
$$

Proposition 11.3. For any $\alpha \in(0,1)$, $k$ even integer, $U, U^{\prime}$ bounded open sets, with $U^{\prime} \Subset U$, there exists a constant $c$ such that for any $f \in C^{k, \alpha}(U), \varepsilon \in(0,1)$,

$$
\left\|f_{\varepsilon}\right\|_{C^{k, \alpha}\left(U^{\prime}\right)} \leqslant c\|f\|_{C^{k, \alpha}(U)}
$$

Proof. By (11.2), we have

$$
\begin{aligned}
L f_{\varepsilon}(t, x) & =\int_{\mathbb{R}^{n+1}} \varepsilon^{-1} \eta\left(\frac{t-s}{\varepsilon}\right)[L h(\varepsilon, \cdot, y)](x) f(s, y) d s d y \\
& =\int_{\mathbb{R}^{n+1}} \varepsilon^{-1} \eta\left(\frac{t-s}{\varepsilon}\right)\left[L^{\mathrm{T}} h(\varepsilon, x, \cdot)\right](y) f(s, y) d s d y \\
& =\int_{\mathbb{R}^{n+1}} \varepsilon^{-1} \eta\left(\frac{t-s}{\varepsilon}\right) h(\varepsilon, x, y) L f(s, y) d s d y=(L f)_{\varepsilon}(t, x) .
\end{aligned}
$$

Also

$$
\begin{aligned}
\frac{\partial}{\partial t} f_{\varepsilon}(t, x) & =\int_{\mathbb{R}^{n+1}} \varepsilon^{-1} \frac{\partial}{\partial t}\left[\eta\left(\frac{t-s}{\varepsilon}\right)\right] h(\varepsilon, x, y) f(s, y) d s d y \\
& =-\int_{\mathbb{R}^{n+1}} \varepsilon^{-1} \frac{\partial}{\partial s}\left[\eta\left(\frac{t-s}{\varepsilon}\right)\right] h(\varepsilon, x, y) f(s, y) d s d y \\
& =\int_{\mathbb{R}^{n+1}} \varepsilon^{-1} \eta\left(\frac{t-s}{\varepsilon}\right) h(\varepsilon, x, y) \frac{\partial f}{\partial s}(s, y) d s d y=\left(\frac{\partial f}{\partial t}\right)_{\varepsilon}(t, x)
\end{aligned}
$$

Therefore we have

$$
\mathbf{H} f_{\varepsilon}=(\mathbf{H} f)_{\varepsilon}
$$

Iterating, we obtain for any positive integer $m$,

$$
\begin{equation*}
\mathbf{H}^{m} f_{\varepsilon}=\left(\mathbf{H}^{m} f\right)_{\varepsilon} \tag{11.9}
\end{equation*}
$$

Also, we need to iterate the inequality in Theorem 9.1, as follows. Let $U^{\prime}=U_{m} \Subset U_{m-1} \Subset \cdots \Subset$ $U_{1}=U$, then

$$
\begin{align*}
\|f\|_{C^{2 m, \alpha}\left(U_{m}\right)} & \leqslant c\left\{\|\mathbf{H} f\|_{C^{2 m-2, \alpha}\left(U_{m-1}\right)}+\|f\|_{L^{\infty}\left(U_{m-1}\right)}\right\} \\
& \leqslant c\left\{\left\|\mathbf{H}^{2} f\right\|_{C^{2 m-4, \alpha}\left(U_{m-2}\right)}+\|\mathbf{H} f\|_{L^{\infty}\left(U_{m-2}\right)}+\|f\|_{L^{\infty}\left(U_{m-2}\right)}\right\} \\
& \vdots  \tag{11.10}\\
& \leqslant c\left\{\left\|\mathbf{H}^{m} f\right\|_{C^{\alpha}\left(U_{1}\right)}+\left\|\mathbf{H}^{m-1} f\right\|_{L^{\infty}\left(U_{1}\right)}+\cdots+\|f\|_{L^{\infty}\left(U_{1}\right)}\right\} .
\end{align*}
$$

By (11.9), (11.10) and Proposition 11.2 we can write

$$
\begin{aligned}
\left\|f_{\varepsilon}\right\|_{C^{2 m, \alpha}\left(U^{\prime}\right)} & \leqslant c\left\{\left\|\mathbf{H}^{m} f_{\varepsilon}\right\|_{C^{\alpha}\left(U_{1}\right)}+\left\|\mathbf{H}^{m-1} f_{\varepsilon}\right\|_{L^{\infty}\left(U_{1}\right)}+\cdots+\left\|f_{\varepsilon}\right\|_{L^{\infty}\left(U_{1}\right)}\right\} \\
& =c\left\{\left\|\left(\mathbf{H}^{m} f\right)_{\varepsilon}\right\|_{C^{\alpha}\left(U_{1}\right)}+\left\|\left(\mathbf{H}^{m-1} f\right)_{\varepsilon}\right\|_{L^{\infty}\left(U_{1}\right)}+\cdots+\left\|f_{\varepsilon}\right\|_{L^{\infty}\left(U_{1}\right)}\right\} \\
& \leqslant c\left\{\left\|\mathbf{H}^{m} f\right\|_{C^{\alpha}\left(U_{1}\right)}+\left\|\mathbf{H}^{m-1} f\right\|_{L^{\infty}\left(U_{1}\right)}+\cdots+\|f\|_{L^{\infty}\left(U_{1}\right)}\right\} \\
& \leqslant c\|f\|_{C^{2 m, \alpha}(U)} .
\end{aligned}
$$

We will also need the following compactness lemma.
Lemma 11.4. Let $\left\{u_{n}\right\}$ be a sequence of $C^{k, \alpha}(U)$ functions such that

$$
\left\|u_{n}\right\|_{C^{k, \alpha}(U)} \leqslant c
$$

with $c$ independent of $n$. Then, there exists a subsequence $u_{n_{h}}$ and a function $u \in C^{k, \alpha}(U)$ such that $u_{n_{h}} \rightarrow u$ in $C^{k}(U)$. Explicitly, this means that

$$
\partial_{t}^{m} X^{I} u_{n_{h}} \rightarrow \partial_{t}^{m} X^{I} u
$$

uniformly in $U$ for any $m, I$ such that $2 m+|I| \leqslant k$.
Proof. For any $m, I$ such that $2 m+|I| \leqslant k$, the functions $\partial_{t}^{m} X^{I} u_{n}$ are equibounded and equicontinuous (in classical sense), hence by Arzelà's theorem there exists a subsequence $\partial_{t}^{m} X^{I} u_{n_{h}}$ uniformly converging in $U$ to some function $v_{m, I}$. Moreover, we can extract a single subsequence $u_{n_{h}}$ such that all these conditions simultaneously hold. Set $u=v_{0,0}$. By [4, Proposition 2.2] (see also [8, Lemma 11.9]), this implies that $u \in C^{k}(U)$ and $v_{m, I}=\partial_{t}^{m} X^{I} u$, hence $u_{n_{h}} \rightarrow u$ in $C^{k}(U)$. Finally, passing to the limit in the inequality

$$
\left|\partial_{t}^{m} X^{I} u_{n_{h}}(t, x)-\partial_{t}^{m} X^{I} u_{n_{h}}(s, y)\right| \leqslant c d_{\mathrm{P}}((t, x),(s, y))^{\alpha}
$$

we find that actually $u \in C^{k, \alpha}(U)$.

Next, we apply the previous mollification machinery to prove that the a-priori estimates of higher order that we have proved in Section 9 also imply a regularization result.

Theorem 11.5. Under the assumptions of Theorem 1.1, for every $\alpha \in(0,1)$, if $u \in C_{\operatorname{loc}}^{2, \alpha}(U)$ and $H_{1} u \in C^{k, \alpha}(U)$ for some even integer $k$, then $u \in C_{\text {loc }}^{2+k, \alpha}(U)$. Moreover, for every domain $U^{\prime} \Subset U$ there exists a constant $c>0$ depending on $U, U^{\prime},\left\{X_{i}\right\}, \alpha, k, \lambda$ and $\left\|a_{i j}\right\|_{C^{k, \alpha}(U)}$, $\left\|b_{i}\right\|_{C^{k, \alpha}(U)},\|c\|_{C^{k, \alpha}(U)}$ such that

$$
\|u\|_{C^{2+k, \alpha}\left(U^{\prime}\right)} \leqslant c\left\{\left\|H_{1} u\right\|_{C^{k, \alpha}(U)}+\|u\|_{L^{\infty}(U)}\right\} .
$$

Proof. Let $u \in C_{\mathrm{loc}}^{2, \alpha}(U), f=H_{1} u \in C^{k, \alpha}(U)$, and let $a_{i j}, b_{j}, c$ be the coefficients of $H_{1}$. By Lemma 11.1, we can assume that $a_{i j} \in C^{k, \alpha}\left(\mathbb{R}^{n+1}\right)$ and satisfy the ellipticity condition (H2) on the whole space. Analogously, we can extend the function $f$ and the coefficients $b_{j}, c$ to the whole space in such a way that $f, b_{j}, c \in C^{k, \alpha}\left(\mathbb{R}^{n+1}\right)$. Assume first that $c$ satisfies the sign condition

$$
\begin{equation*}
c(t, x) \geqslant c_{0}>0 \quad \text { for any }(t, x) \in \mathbb{R}^{n+1} \tag{11.11}
\end{equation*}
$$

Let now $a_{i j}^{\varepsilon}, b_{j}^{\varepsilon}, c^{\varepsilon}, f^{\varepsilon}$ be the mollified versions of $a_{i j}, b_{j}, c$ and $f$, and set

$$
H_{1}^{\varepsilon}=\partial_{t}-\sum_{i, j=1}^{m} a_{i j}^{\varepsilon}(t, x) X_{i} X_{j}+\sum_{i=1}^{m} b_{i}^{\varepsilon}(t, x) X_{i}+c^{\varepsilon}(t, x)
$$

Note that the $a_{i j}^{\varepsilon}$ 's satisfy (H2) with constant $\lambda$ independent of $\varepsilon$. Since $H_{1}^{\varepsilon}$ has smooth coefficients, it can be written as a Hörmander operator. This, together with condition (11.11), allows
to apply known results of Bony [3]: for every point of $U^{\prime}$ we can find a neighborhood $D \Subset U$, where we can uniquely solve the classical Dirichlet problem:

$$
\begin{cases}H_{1}^{\varepsilon} u^{\varepsilon}=f^{\varepsilon} & \text { in } D, \\ u^{\varepsilon}=u & \text { on } \partial D\end{cases}
$$

Moreover, the domain $D$ satisfies the following regularity property (see [3, Corollary 5.2]) which will be useful later: for every point $\left(t_{1}, x_{1}\right) \in \partial D$ there exists an Euclidean ball of center $\left(t_{0}, x_{0}\right) \notin \bar{D}$ which intersects $\bar{D}$ exactly at $\left(t_{1}, x_{1}\right)$.

Since $H_{1}^{\varepsilon}$ is hypoelliptic, the solution $u^{\varepsilon}$ belongs to $C^{\infty}(D)$; in particular, $u^{\varepsilon} \in C_{\text {loc }}^{k+2, \alpha}(D)$, hence we can apply our a-priori estimates (Theorem 9.1), writing

$$
\left\|u_{\varepsilon}\right\|_{C^{k+2, \alpha}\left(D^{\prime}\right)} \leqslant c_{\varepsilon}\left\{\left\|f_{\varepsilon}\right\|_{C^{k, \alpha}(D)}+\left\|u_{\varepsilon}\right\|_{L^{\infty}(D)}\right\}
$$

The constant $c_{\varepsilon}$ depends on the coefficients $a_{i j}^{\varepsilon}, b_{j}^{\varepsilon}, c^{\varepsilon}$ only through their $C^{k, \alpha}(D)$-norms and the ellipticity constant, hence by Proposition 11.3, if $k$ is an even integer $c_{\varepsilon}$ can be bounded independently of $\varepsilon$. For the same reason $\left\|f^{\varepsilon}\right\|_{C^{k, \alpha}(D)} \leqslant c\|f\|_{C^{k, \alpha}(U)}$, while, by the classical maximum principle (for operators with nonnegative characteristic form satisfying (11.11)),

$$
\left\|u^{\varepsilon}\right\|_{L^{\infty}(D)} \leqslant\left\|u^{\varepsilon}\right\|_{L^{\infty}(\partial D)}=\|u\|_{L^{\infty}(\partial D)} .
$$

This means that, for any $D^{\prime} \Subset D$,

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{C^{k+2, \alpha}\left(D^{\prime}\right)} \leqslant c \tag{11.12}
\end{equation*}
$$

with $c$ depending on $D^{\prime}$ but not on $\varepsilon$. By Lemma 11.4 , for every $D^{\prime} \Subset D$ we can find a sequence $\varepsilon_{n} \rightarrow 0$ and a function $v \in C^{k+2, \alpha}\left(D^{\prime}\right)$ such that

$$
u_{\varepsilon_{n}} \rightarrow v \quad \text { in } C^{k+2,0}\left(D^{\prime}\right)
$$

By a standard "diagonal argument," we can also select a single sequence $\varepsilon_{n} \rightarrow 0$ and a function $v \in C_{\text {loc }}^{k+2, \alpha}(D)$ such that

$$
u_{\varepsilon_{n}} \rightarrow v \quad \text { in } C_{\mathrm{loc}}^{k+2,0}(D) \text { and pointwise in } D .
$$

In particular, this means that $H_{1} u_{\varepsilon_{n}} \rightarrow H_{1} v$. On the other hand, $H_{1} u_{\varepsilon_{n}}=f_{\varepsilon_{n}} \rightarrow f$ by (11.6), hence

$$
H_{1} v=f \quad \text { in } D .
$$

Our next task is to show that $v=u$ in $D$; this will imply $u \in C_{\text {loc }}^{k+2, \alpha}(D)$, that is the desired regularity result. To do this, we will make use of a classical argument of barriers, taken from [3], to show that $u=v$ on $\partial D$; this will imply that $v=u$ in $D$, again by the maximum principle, applied to $H_{1}$.

Fix a point $\left(t_{1}, x_{1}\right) \in \partial D$; let $\left(t_{0}, x_{0}\right)$ be the center of the exterior ball that touches $\partial D$ at $\left(t_{1}, x_{1}\right)$, and set:

$$
w(t, x)=e^{-K\left[\left|x-x_{0}\right|^{2}+\left(t-t_{0}\right)^{2}\right]}-e^{-K\left[\left|x_{1}-x_{0}\right|^{2}+\left(t_{1}-t_{0}\right)^{2}\right]}
$$

with $K$ a positive constant to be chosen later. By construction, $w(t, x)<0$ in $D$. A direct computation shows that, by the construction of $D$ made in [3], $H_{1} w(t, x)<0$ in a suitable neighborhood $D_{1}$ of $\left(t_{1}, x_{1}\right)$, for $K$ large enough. Next, we compute, for a large constant $M$ :

$$
H_{1}\left(M w \pm\left(u^{\varepsilon}-u\right)\right)=M H_{1} w \pm\left(f^{\varepsilon}-f\right)<0 \quad \text { in } D_{1} \cap D
$$

for $M$ large enough, since $\left(f^{\varepsilon}-f\right)$ is uniformly bounded with respect to $\varepsilon$. Let us show that

$$
M w \pm\left(u^{\varepsilon}-u\right)<0 \quad \text { on } \partial\left(D_{1} \cap D\right)
$$

On $D_{1} \cap \partial D$, we have $M w \pm\left(u^{\varepsilon}-u\right)=M w \leqslant 0$; on the other hand, on $\partial D_{1} \cap D$ we have $w \leqslant c<0$, while $\left(u^{\varepsilon}-u\right)$ is uniformly bounded with respect to $\varepsilon$; hence for $M$ large enough $M w \pm\left(u^{\varepsilon}-u\right) \leqslant 0$. The maximum principle then implies

$$
M w \pm\left(u^{\varepsilon}-u\right) \leqslant 0 \quad \text { in } D_{1} \cap D
$$

that is,

$$
\left|u^{\varepsilon}-u\right| \leqslant-M w \quad \text { in } D_{1} \cap D, \text { uniformly in } \varepsilon .
$$

For $\varepsilon \rightarrow 0$ we get

$$
|(v-u)(t, x)| \leqslant-M w(t, x) \quad \text { for }(t, x) \in D_{1} \cap D
$$

and, for $(t, x) \rightarrow\left(t_{1}, x_{1}\right)$ we get $v\left(t_{1}, x_{1}\right)=u\left(t_{1}, x_{1}\right)$. This ends the proof of our result, under the additional assumption (11.11). In the general case, since $c$ is bounded we can rewrite the equation $H_{1} u=f$ in the form

$$
\left(H_{1}+c_{0}\right) u=f+c_{0} u
$$

where $c_{0}$ is a constant such that $c+c_{0}$ satisfies condition (11.11). Since $f+c_{0} u \in C^{2, \alpha}(U)$, the above reasoning implies $u \in C_{\mathrm{loc}}^{4, \alpha}(U)$. Iterating this argument yields our result in the general case.
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## Appendix A. Homogeneous groups, Rothschild-Stein "lifting and approximation" technique and their parabolic version

Let $X_{1}, \ldots, X_{q}$ be $C^{\infty}$ real vector fields on a domain $\Omega \subset \mathbb{R}^{n}$. For every multiindex $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ with $1 \leqslant \alpha_{i} \leqslant q$, we define

$$
X_{\alpha}=\left[X_{\alpha_{d}},\left[X_{\alpha_{d-1}}, \ldots\left[X_{\alpha_{2}}, X_{\alpha_{1}}\right] \ldots\right]\right]
$$

and $|\alpha|=d$. We call $X_{\alpha}$ a commutator of the $X_{i}$ 's of length $d$. Assume that $X_{1}, \ldots, X_{q}$ satisfy Hörmander's condition of step $s$ at some point $x_{0} \in \mathbb{R}^{n}$; this means that $\left\{X_{\alpha}\left(x_{0}\right)\right\}_{|\alpha| \leqslant s}$ spans $\mathbb{R}^{n}$. Let $\mathcal{G}(s, q)$ be the free Lie algebra of step $s$ on $q$ generators, that is the quotient of the free Lie algebra with $q$ generators by the ideal generated by the commutators of length at least $s+1$, and let $N=\operatorname{dim} \mathcal{G}(s, q)$, as a vector space. One always has $N \geqslant n$. If $e_{1}, \ldots, e_{q}$ are generators of the free Lie algebra $\mathcal{G}(q, s)$ and

$$
e_{\alpha}=\left[e_{\alpha_{d}},\left[e_{\alpha_{d-1}}, \ldots\left[e_{\alpha_{2}}, e_{\alpha_{1}}\right] \ldots\right]\right]
$$

then there exists a set $A$ of multiindices $\alpha$ so that $\left\{e_{\alpha}\right\}_{\alpha \in A}$ is a basis of $\mathcal{G}(q, s)$ as a vector space. This allows us to identify $\mathcal{G}(q, s)$ with $\mathbb{R}^{N}$. Note that $\operatorname{Card} A=N$ while, $\max _{\alpha \in A}|\alpha|=s$. The Campbell-Hausdorff series defines a multiplication in $\mathbb{R}^{N}$ (see, e.g., [29] or [30]) that makes $\mathbb{R}^{N}$ the group $N(q, s)$, that is the simply connected Lie group associated to $\mathcal{G}(q, s)$. We can naturally define dilations in $N(q, s)$ by

$$
D(\lambda)\left(\left(u_{\alpha}\right)_{\alpha \in A}\right)=\left(\lambda^{|\alpha|} u_{\alpha}\right)_{\alpha \in A}
$$

These are automorphisms of $N(q, s)$, which is therefore a homogeneous group, in the sense of Stein (see [32, pp. 618-622]). We will call it $\mathbb{G}$, leaving the numbers $q, s$ implicitly understood. Note that the $\mathbb{G}$ is uniquely determined by the number $q$ of the vector fields $X_{i}$ and the step $s$ of the Hörmander's condition they satisfy.

The following structures can be defined in a standard way in $\mathbb{G}$.

- Homogeneous norm $\|\cdot\|$ : for any $u \in \mathbb{G}, u \neq 0$, set

$$
\|u\|=\rho \quad \Longleftrightarrow \quad\left|D\left(\frac{1}{\rho}\right) u\right|=1
$$

where $|\cdot|$ denotes the Euclidean norm; also, let $\|0\|=0$. Then:
$\|D(\lambda) u\|=\lambda\|u\|$ for every $u \in G, \lambda>0$;
the set $\{u \in \mathbb{G}:\|u\|=1\}$ coincides with the Euclidean unit sphere $\sum_{N}$;
the function $u \mapsto\|u\|$ is smooth outside the origin;
there exists $c(\mathbb{G}) \geqslant 1$ such that for every $u, v \in \mathbb{G}$

$$
\begin{gathered}
\|u \circ v\| \leqslant c(\|u\|+\|v\|) \quad \text { and } \quad\left\|u^{-1}\right\| \leqslant c\|u\| \\
\frac{1}{c}|v| \leqslant\|v\| \leqslant c|v|^{1 / s} \quad \text { if }\|v\| \leqslant 1
\end{gathered}
$$

- Quasidistance $d$ :

$$
d(u, v)=\left\|v^{-1} \circ u\right\|
$$

for which the following hold:

$$
\begin{gathered}
d(u, v) \geqslant 0 \quad \text { and } \quad d(u, v)=0 \quad \text { if and only if } u=v \\
\frac{1}{c} d(v, u) \leqslant d(u, v) \leqslant c d(v, u) ; \quad d(u, v) \leqslant c\{d(u, z)+d(z, v)\}
\end{gathered}
$$

for every $u, v, z \in \mathbb{R}^{N}$ and some positive constant $c(\mathbb{G}) \geqslant 1$.

If we denote by $B(u, r) \equiv B_{r}(u) \equiv\left\{v \in \mathbb{R}^{N}: d(u, v)<r\right\}$ the metric balls, then we see that $B(0, r)=D(r) B(0,1)$. Moreover, it can be proved that the Lebesgue measure in $\mathbb{R}^{N}$ is the Haar measure of $\mathbb{G}$. Therefore

$$
|B(u, r)|=|B(0,1)| r^{Q},
$$

for every $u \in \mathbb{G}$ and $r>0$, where $Q=\sum_{\alpha \in A}|\alpha|$ is called the homogeneous dimension of $\mathbb{G}$.

- The convolution of two functions in $\mathbb{G}$ is defined as

$$
(f * g)(x)=\int_{\mathbb{R}^{N}} f\left(x \circ y^{-1}\right) g(y) d y=\int_{\mathbb{R}^{N}} g\left(y^{-1} \circ x\right) f(y) d y
$$

for every couple of functions for which the above integrals make sense.
Let $\tau_{u}$ be the left translation operator acting on functions: $\left(\tau_{u} f\right)(v)=f(u \circ v)$. We say that a differential operator $P$ on $\mathbb{G}$ is left invariant if $P\left(\tau_{u} f\right)=\tau_{u}(P f)$ for every smooth function $f$. From the above definition of convolution we read that if $P$ is any left invariant differential operator,

$$
P(f * g)=f * P g
$$

(provided the integrals converge).
We say that a differential operator $P$ on $\mathbb{G}$ is homogeneous of degree $\delta>0$ if

$$
P(f(D(\lambda) u))=\lambda^{\delta}(P f)(D(\lambda) u)
$$

for every test function $f, \lambda>0, u \in \mathbb{R}^{N}$. Also, we say that a function $f$ is homogeneous of degree $\delta \in \mathbb{R}$ if

$$
f(D(\lambda) u)=\lambda^{\delta} f(u) \quad \text { for every } \lambda>0, u \in \mathbb{R}^{N} .
$$

Clearly, if $P$ is a differential operator homogeneous of degree $\delta_{1}$ and $f$ is a homogeneous function of degree $\delta_{2}$, then $P f$ is homogeneous of degree $\delta_{2}-\delta_{1}$. For example, $u_{\alpha} \frac{\partial}{\partial u_{\beta}}$ is homogeneous of degree $|\beta|-|\alpha|$.

Denote by $Y_{j}(j=1, \ldots, q)$ the left-invariant vector field on $\mathbb{G}$ which agrees with $\frac{\partial}{\partial u_{j}}$ at 0 . Then $Y_{j}$ is homogeneous of degree 1 and, for every multiindex $\alpha, Y_{\alpha}$ is homogeneous of degree $|\alpha|$. The system of vector fields $\left\{Y_{j}\right\}_{j=1}^{q}$ satisfies Hörmander's condition of step $s$ in $\mathbb{R}^{N}$, and their Lie algebra coincides with $\mathcal{G}(q, s)$. Again, the $Y_{j}$ 's are uniquely determined by the numbers $q, s$, related to the original vector fields $X_{i}$ defined in $\mathbb{R}^{n}$.

A differential operator on $\mathbb{G}$ is said to have local degree less than or equal to $\ell$ if, after taking the Taylor expansion at 0 of its coefficients, each term obtained is homogeneous of degree $\leqslant \ell$.

We are now in position to state the famous "Lifting and approximation" result by Rothschild and Stein [29].

Theorem A.1. Let $X_{1}, \ldots, X_{q}$ be $C^{\infty}$ real vector fields on a domain $\Omega \subset \mathbb{R}^{n}$ satisfying Hörmander's condition of step $s$ at some point $x_{0} \in \Omega$. Then in terms of new variables, $h_{1}, \ldots, h_{N-n}$,
there exist smooth functions $c_{i j}(\underset{\sim}{\sim}, h)(1 \leqslant i \leqslant q, 1 \leqslant j \leqslant N-n)$ defined in a neighborhood $\tilde{U}$ of $\xi_{0}=\left(x_{0}, 0\right) \in \Omega \times \mathbb{R}^{N-n}=\widetilde{\Omega}$ such that the vector fields $\widetilde{X}_{i}$ given by

$$
\widetilde{X}_{i}=X_{i}+\sum_{j=1}^{N-n} c_{i j}\left(x, h_{1}, h_{2}, \ldots, h_{j-1}\right) \partial_{h_{j}}, \quad i=1, \ldots, q,
$$

satisfy Hörmander's condition of step s. Moreover, denoting by $\left\{\tilde{X}_{\alpha}(\xi)\right\}_{\alpha \in A}$ a basis for $\mathbb{R}^{N}$ for every $\xi \in \widetilde{U}$, let us define, for $\xi, \eta \in \widetilde{U}$, the map

$$
\Theta_{\xi}(\eta)=\left(u_{\alpha}\right)_{\alpha \in A} \quad \text { with } \quad \eta=\exp \left(\sum_{\alpha \in A} u_{\alpha} \tilde{X}_{\alpha}\right) \xi
$$

Then there exist open neighborhoods $U$ of 0 and $V, W$ of $\xi_{0}$ in $\mathbb{R}^{N}$, with $W \Subset V$ such that:
(a) $\Theta_{\xi} \mid V$ is a diffeomorphism onto the image, for every $\xi \in V$.
(b) $\Theta_{\xi}(V) \supseteq U$ for every $\xi \in W$.
(c) $\Theta: V \times V \rightarrow \mathbb{R}^{N}$, defined by $\Theta(\xi, \eta)=\Theta_{\xi}(\eta)$ is $C^{\infty}(V \times V)$.
(d) In the coordinates given by $\Theta_{\xi}$, we can write $\widetilde{X}_{i}=Y_{i}+R_{i}^{\xi}$ on $U$, where $Y_{i}$ are the homogeneous left invariant vector fields defined above, and $R_{i}^{\xi}$ are vector fields of local degree $\leqslant 0$ depending smoothly on $\xi \in W$ (the superscript $\xi$ does not denote the variable of differentiation but dependence on the point $\xi$ ). Explicitly, this means that for every $f \in C_{0}^{\infty}(\mathbb{G})$

$$
\widetilde{X}_{i}\left(f\left(\Theta_{\xi}(\cdot)\right)\right)(\eta)=\left(Y_{i} f+R_{i}^{\xi} f\right)\left(\Theta_{\xi}(\eta)\right)
$$

(e) More generally, for every $\alpha \in A$ we can write

$$
\widetilde{X}_{\alpha}=Y_{\alpha}+R_{\alpha}^{\xi}
$$

with $R_{\alpha}^{\xi}$ a vector field of local degree $\leqslant|\alpha|-1$ depending smoothly on $\xi$.
Roughly speaking, the above theorem says that the original system of vector fields $\left\{X_{i}\right\}_{i=1}^{q}$ defined in $\mathbb{R}^{n}$ can be lifted to another system $\left\{\widetilde{X}_{i}\right\}_{i=1}^{q}$ defined in $\mathbb{R}^{N}(N>n)$, such that the $\widetilde{X}_{i}$ can be locally approximated by the homogeneous left invariant vector fields $Y_{i}$. The remainder in this approximation process is expressed by the vector fields $R_{i}^{\xi}$ which have the following good property: when they act on a homogeneous function, typically of negative degree (that is, with some singularity), the singularity does not become worse. The vector fields $Y_{i}, R_{i}^{\xi}$ must be thought as acting on the group $\mathbb{G}$; the vector fields $\widetilde{X}_{i}$ as acting on the "manifold" $\mathbb{R}^{N}$, the change of variables between the two environments being realized by the map $\Theta_{\xi}$. Here below we add some other miscellaneous facts, related to the above concepts, which are used in this paper.

- Under the change of variables $u=\Theta_{\xi}(\eta)$, the measure element becomes:

$$
d \eta=c(\xi) \cdot(1+O(\|u\|)) d u
$$

where $c(\xi)$ is a smooth function, bounded and bounded away from zero in $V$. The same is true for the change of coordinates $u=\Theta_{\eta}(\xi)$.

- If, for $\xi, \eta \in V$, we define

$$
\rho(\xi, \eta)=\|\Theta(\xi, \eta)\|,
$$

where $\|\cdot\|$ is the homogeneous norm defined above, then $\rho$ is a quasidistance, locally equivalent to the CC-distance $\tilde{d}$ induced by the vector fields $\left\{\widetilde{X}_{i}\right\}$. Note, however, that $\tilde{d}$ is globally defined in $\widetilde{\Omega}$, while the map $\Theta$ is only defined in each neighborhood of $\widetilde{\Omega}$.

- Although there is no easy relation between the CC-distance $d$ induced in $\mathbb{R}^{n}$ by the $X_{i}$ 's and the CC-distance $\tilde{d}$ induced in $\mathbb{R}^{N}$ by the $\widetilde{X}_{i}$ 's, a more transparent relation holds between the volumes of corresponding balls. This fact is described by the following result by SanchezCalle.

Lemma A.2. (See [30, Theorem 4].) Let B, $\widetilde{B}$ denote metric balls with respect to $d$ (in $\mathbb{R}^{n}$ ) and $\tilde{d}\left(\right.$ in $\left.\mathbb{R}^{N}\right)$, respectively. For any $r>0($ small enough $), x, y \in \mathbb{R}^{n}, d(x, y) \leqslant \delta r(\delta<1$ fixed $)$, $h \in \mathbb{R}^{N-n}$, one has

$$
r^{Q} \simeq|\widetilde{B}((x, h), r)| \simeq|B(x, r)| \cdot\left|\left\{h^{\prime} \in \mathbb{R}^{N-n}:\left(y, h^{\prime}\right) \in \widetilde{B}((x, h), r)\right\}\right|
$$

where $|\cdot|$ denotes Lebesgue measure in the appropriate $\mathbb{R}^{m}$, and the equivalence $a \simeq b$ means $c_{1} a \leqslant b \leqslant c_{2} a$ for positive constants $c_{1}, c_{2}$ independent of $r, x, y, h$.
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