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## 0. INTRODUCTION

Let $(X, d, \mu)$ be a homogeneous space, $I_{\alpha}$ the fractional integral operator of exponent $\alpha \in(0,1)$ defined by

$$
I_{\alpha} f(x)=\int_{X \backslash\{x\}} k_{\alpha}(x, y) f(y) d \mu(y)
$$

with $k_{\alpha}(x, y)=\mu(B(x, d(x, y)))^{\alpha-1}$. In this paper we study the commutator

$$
C\left[I_{\alpha}, a\right](f)=a \cdot I_{\alpha} f-I_{\alpha}(a f)
$$

where $a \in B M O(X)$, and we prove that, under a suitable geometric assumption on $(X, d)$, it satisfies the $\mathcal{L}^{p}$ $\mathcal{L}^{q}$ estimate

$$
\left\|C\left[I_{\alpha}, a\right](f)\right\|_{q} \leq c\|a\|_{*}\|f\|_{p}
$$

for $p \in\left(1, \frac{1}{\alpha}\right), \frac{1}{q}=\frac{1}{p}-\alpha$, where $\|\cdot\|_{*}$ is the $B M O$ seminorm and $c=c(\alpha, p, X)$. We actually prove a stronger result which improves known results even in the euclidean case; namely we prove that the above estimate holds for the operator $C_{\alpha}^{a}$ defined by

$$
C_{\alpha}^{a}(f)(x)=I_{\alpha}(|a(x)-a(\cdot)| f(\cdot))(x)
$$

This in particular implies that the estimate holds if in the definition of $I_{\alpha}$ we replace the fractional integral kernel $k_{\alpha}$ by any equivalent one.

## 1. DEFINITIONS AND STATEMENT OF RESULTS

Let $X$ be a nonempty set. A function $d: X \times X \rightarrow[0, \infty)$ is called quasidistance if:
i) $d(x, y)=0 \Leftrightarrow x=y$;
ii) $\quad d(x, y)=d(y, x)$;
iii) there exists a constant $c_{d} \geq 1$ such that for every $x, y, z \in X$

$$
\begin{equation*}
d(x, y) \leq c_{d}[d(x, z)+d(z, y)] \tag{1.1}
\end{equation*}
$$

If $(X, d)$ is a set endowed with a quasidistance, the "balls" $B_{r}(x) \equiv B(x, r)=\{y \in X: d(x, y)<r\}$ (for $x \in X$ and $r>0$ ) always induce a topology in $X$.

Among the different definitions of homogeneous space that appear in the literature, here we use the one in [CW1], [MS], [Bu]. We say that $(X, d, \mu)$ is a homogeneous space if:
i) $\quad X$ is a set endowed with a quasidistance $d$, such that the balls are open sets in the topology induced by $d$ (in particular, they form a base);
ii) $\quad \mu$ is a positive Borel measure on $X$, satisfying the doubling condition:

$$
\begin{equation*}
0<\mu\left(B_{2 r}(x)\right) \leq c_{\mu} \cdot \mu\left(B_{r}(x)\right)<\infty \tag{1.2}
\end{equation*}
$$

for every $x \in X, r>0$, some constant $c_{\mu}>1$.
For any $\alpha \in(0,1)$, set

$$
\begin{equation*}
k_{\alpha}(x, y)=\mu(B(x ; y))^{\alpha-1} \quad \text { where } \quad B(x ; y)=B(x, d(x, y)) \tag{1.3}
\end{equation*}
$$

and define the fractional integral operator

$$
\begin{equation*}
I_{\alpha} f(x)=\int_{X \backslash\{x\}} k_{\alpha}(x, y) f(y) d \mu(y) \tag{1.4}
\end{equation*}
$$

for any measurable function $f$ defined on $X$.
Fractional integrals on homogeneous spaces have been studied first by Gatto and Vagi (see [GV1], [GV2]), who proved in this context results analogous to those which hold in the euclidean case ( $X=\mathbb{R}^{n}$,
$\left.k_{\alpha}(x, y)=|x-y|^{n(\alpha-1)}\right)$. The result which is most important to us, although stated in [GV2] with more restrictive hypotheses on $X$, can be restated as follows (in view of [MS]):

Theorem 1.1. (Gatto and Vagi).
Let $\alpha \in(0,1), p \in\left(1, \frac{1}{\alpha}\right), \frac{1}{q}=\frac{1}{p}-\alpha$. (So $\left.1<p<q<+\infty\right)$. Then there exists a constant $c=c\left(c_{d}, c_{\mu}, \boldsymbol{\alpha}, p\right)$ such that for every $f \in \mathcal{L}^{p}(X)$

$$
\begin{equation*}
\left\|I_{\alpha} f\right\|_{q} \leq c\|f\|_{p} \tag{1.5}
\end{equation*}
$$

This result has been recently extended by Sawyer and Wheeden (see [SW]), who proved some weighted estimates for fractional integrals on (euclidean and) homogeneous spaces. Here we study the commutator of the fractional integral operator $I_{\alpha}$ with a $B M O$ function. In another paper (see $[\mathrm{BC}]$ ) we study the commutator of singular integral operators of Calderon-Zygmund type, on homogeneous spaces. We assume the reader is familiar with the definition and basic properties of $B M O$ in the context of homogeneous spaces (see [Bu]). For $a \in B M O(X)$, define the commutator

$$
C\left[I_{\alpha}, a\right](f)(x)=a(x) \cdot I_{\alpha} f(x)-I_{\alpha}(a f)(x)=\int_{X \backslash\{x\}} k_{\alpha}(x, y)[a(x)-a(y)] f(y) d \mu(y) .
$$

Also, set

$$
C_{a}^{\alpha} f(x)=\int_{X \backslash\{x\}} k_{\alpha}(x, y)|a(x)-a(y)| f(y) d \mu(y)
$$

In order to state our main results, we need two more definitions.
Definition 1.2. For every $x \in X$, set:

$$
R_{x}=\inf \left\{R: B_{R}(x)=X\right\} ; \quad r_{x}=\sup \left\{r: B_{r}(x)=\{x\}\right\}
$$

(with the conventions $\sup \emptyset=0, \inf \emptyset=+\infty$ ).
Note that $R_{x}<+\infty$ if and only if $X$ is bounded; $r_{x}>0$ if and only if $\mu\{x\}>0$, that is $x$ is an "atom". (This follows from results in [MS]).

Definition 1.3. We say that $(X, d)$ satisfies the Property ( P ) if there exists $m \in(0,1)$ such that for every $x \in X$, every number $r \in\left(r_{x}, \frac{R_{x}}{m}\right)$,

$$
\begin{equation*}
B_{r}(x) \backslash B_{m r}(x) \neq \emptyset . \tag{P}
\end{equation*}
$$

Throughout the paper, we will write $c(X)$ for a constant depending on the the numbers $c_{d}, c_{\mu}$ appearing in (1.1)-(1.2) and $m$ in (P).

Property ( P ) requires that certain annuli be nonempty. Actually, it requires that for any empty annulus the ratio between the outer and inner radii is bounded. Note that if $X$ is bounded or has atoms, there are always some empty annuli. Nevertheless, condition (P) can still hold (see example A. 1 in the Appendix). But condition ( P ) can fail to be true in some pathological cases (see example A.2).

The following two theorems contain our main results.
Theorem 1.4. Let $(X, d, \mu)$ be a homogeneous space satisfying property ( P ), $\alpha, p, q$ as in Thm.1.1, i.e. $\alpha \in(0,1), p \in\left(1, \frac{1}{\alpha}\right), \frac{1}{q}=\frac{1}{p}-\alpha, a \in B M O(X)$. Then there exists a constant $c=c(X, \alpha, p)$ such that for every $f \in \mathcal{L}^{p}(X)$

$$
\begin{equation*}
\left\|C_{a}^{\alpha} f\right\|_{q} \leq c\|a\|_{*}\|f\|_{p} . \tag{1.6}
\end{equation*}
$$

( || • \| * denotes the $B M O$ seminorm).
Theorem 1.5. Under the same assumptions of Thm.1.4, we also have

$$
\begin{equation*}
\left\|C\left[I_{\alpha}, a\right](f)\right\|_{q} \leq c\|a\|_{*}\|f\|_{p} . \tag{1.7}
\end{equation*}
$$

Moreover, the same kind of estimate holds if the kernel $k_{\alpha}$ is replaced with any equivalent kernel $\widetilde{k}_{\alpha}$ (that is, such that $c_{1} \cdot k_{\alpha}(x, y) \leq \widetilde{k}_{\alpha}(x, y) \leq c_{2} \cdot k_{\alpha}(x, y)$ for some positive constants $\left.c_{1}, c_{2}\right)$.

Theorem 1.5 obviously follows from Theorem 1.4 and it generalizes to homogeneous spaces an analogous result proved by Chanillo for fractional integrals in $\mathbb{R}^{n}$ (see [Cha]). Thm. 1.4 is a stronger result, which is new even in the euclidean case. Finally, we note that the second part of the statement of Thm. 1.5
does not follow from the first part, without assuming Thm. 1.4. The interest of this fact is that fractional integrals on homogeneous spaces may be actually defined by different (equivalent) kernels.

Before closing this section we point out two results concerning the above definitions.
Lemma 1.6. If $X$ is bounded, then for every $x, y \in X$ the numbers $R_{x}, R_{y}$ are equivalent:

$$
\frac{1}{4 c_{d}} R_{y} \leq R_{x} \leq 4 c_{d} R_{y}
$$

Proof. Observe that for every $y \in X, B_{2 R_{y}}(y) \equiv X$. For fixed $x$, let $x_{k}$ be a sequence of points such that $d\left(x, x_{k}\right) \rightarrow R_{x}$; then

$$
R_{x}=\lim _{k \rightarrow \infty} d\left(x, x_{k}\right) \leq \limsup _{k \rightarrow \infty} c_{d}\left(d(x, y)+d\left(y, x_{k}\right)\right) \leq 4 c_{d} R_{y} .
$$

Interchanging the roles of $x, y$ we obtain the reverse inequality.
Lemma 1.7. If condition (P) holds for some $m \in(0,1)$, then it holds for any positive $m^{\prime}<m$.
Proof. It is enough to show that (P) holds for $m^{2}<m^{\prime}<m$ (then by iteration it holds for any $m^{\prime}<m$ ). For $x \in X$, let $r \in\left(r_{x}, \frac{R_{x}}{m^{\prime}}\right)$. If $r<\frac{R_{x}}{m}$, then $B_{r} \backslash B_{m^{\prime} r} \supseteq B_{r} \backslash B_{m r} \neq \emptyset$ by (P). If $\frac{R_{x}}{m} \leq r<\frac{R_{x}}{m^{\prime}}$, let $r^{\prime}=\frac{m^{\prime}}{m} r$, then $r^{\prime}<\frac{R_{x}}{m}$. Also $r^{\prime} \geq \frac{m^{\prime} R_{x}}{m^{2}}>R_{x} \geq r_{x}$. Therefore $r^{\prime} \in\left(r_{x}, \frac{R_{x}}{m}\right)$ and hence $B_{r^{\prime}} \backslash B_{m r^{\prime}} \neq \emptyset$. But $B_{m r^{\prime}}=B_{m^{\prime} r}$ and $B_{r^{\prime}} \subseteq B_{r}$ so that $B_{r} \backslash B_{m^{\prime} r} \supseteq B_{r^{\prime}} \backslash B_{m r^{\prime}} \neq \emptyset$.

The proof of Thm. 1.4 consists in two steps. The first one (§ 2) consists in showing that the estimate on $C_{a}^{\alpha} f$ follows from a suitable weighted estimate on $I_{\alpha} f$. This idea was suggested by Coifman-RochbergWeiss in [CRW] as a possible "alternative proof" of their result about commutators of singular integrals in $\mathbb{R}^{n}$. The second step (§3), consists then in proving this weighted estimate. This will follow from the weighted estimates of Sawyer-Wheeden (see Thm 3.1 and [SW]), modified in order to include our more general geometric assumptions on the space $X$.

## 2. OUTLINE OF THE PROOF OF THM. 1.4.

Observe, first of all, that it is enough to prove the theorem for $f \geq 0$ and $a \in \mathcal{L}^{\infty}$, since for $a \in B M O$ there exists a sequence $\left\{a_{k}\right\} \subset \mathcal{L}^{\infty}$ such that $a_{k} \rightarrow a$ pointwise a.e. and $\left\|a_{k}\right\|_{*} \leq c\|a\| *$ for some absolute constant $c$; therefore by Fatou's theorem:

$$
\begin{gathered}
\left\|C_{a}^{\alpha} f\right\|_{q} \leq\left\|C_{a}^{\alpha}(|f|)\right\|_{q} \leq \liminf _{k \rightarrow \infty}\left\|C_{a_{k}}^{\alpha}(|f|)\right\|_{q} \leq \\
\leq c \cdot \liminf _{k \rightarrow \infty}\left\|a_{k}\right\|_{*}\|f\|_{p} \leq c\|a\|_{*}\|f\|_{p} .
\end{gathered}
$$

Claim 2.1. For $a \in \mathcal{L}^{\infty}, z \in \mathbb{C}$, let

$$
\begin{equation*}
b(x)=\exp (\operatorname{Re} z \cdot a(x)) \tag{2.1}
\end{equation*}
$$

and suppose we know that the operator $I_{\alpha}$ satisfies for some $\epsilon>0$, every $z \in \mathbb{C}$ with $|z|<\epsilon$, the weighted estimate:

$$
\begin{equation*}
\left\|I_{a} f\right\|_{\mathcal{L}^{q}\left(b^{q} d \mu\right)} \leq c \cdot\|f\|_{\mathcal{L}^{p}\left(b^{p} d \mu\right)} \tag{2.2}
\end{equation*}
$$

with $c=c\left(X, p, q, \epsilon,\|a\|_{*}\right), p$ and $q$ as in Thm. 1.1. Then

$$
\begin{equation*}
\left\|C_{a}^{\alpha} f\right\|_{q} \leq c\|a\|_{*}\|f\|_{p} \tag{2.3}
\end{equation*}
$$

with $c=c(X, p, q, \epsilon)$.
Proof. For $f \geq 0$, define:

$$
\begin{equation*}
T_{z} f(x)=\int_{X \backslash\{x\}} e^{z(a(x)-a(y))} k_{\alpha}(x, y) f(y) \operatorname{sgn}(a(x)-a(y)) d \mu(y) \tag{2.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|T_{z} f(x)\right| \leq b(x) \int_{X \backslash\{x\}} k_{\alpha}(x, y) f(y) b^{-1}(y) d \mu(y) \tag{2.5}
\end{equation*}
$$

so that

$$
\left\|T_{z} f\right\|_{q} \leq\left\|I_{\alpha}\left(b^{-1} f\right)\right\|_{\mathcal{L}^{q}\left(b^{q} d \mu\right)} \leq \text { (by (2.2)) }
$$

$$
\begin{equation*}
\leq c \cdot\left\|b^{-1} f\right\|_{\mathcal{L}^{p}(b p d \mu)}=c \cdot\|f\|_{p} \tag{2.6}
\end{equation*}
$$

for $|z|<\epsilon$, with $c=c(X, p, q, \epsilon,\|a\| *)$.
Therefore $F: z \mapsto T_{z}$ is a mapping from the disk $D_{\epsilon}=\{z \in \mathbb{C}:|z|<\epsilon\}$ into the space of linear continuous operators $\mathcal{L}\left(\mathcal{L}^{p}, \mathcal{L}^{q}\right)$. Let us show that $F$ is analytic in $D_{\epsilon}$. Writing

$$
\begin{aligned}
\frac{T_{z+h} f(x)-T_{z} f(x)}{h} & = \\
& =\int_{X \backslash\{x\}}\left(\frac{e^{h(a(x)-a(y))}-1}{h}\right) e^{z(a(x)-a(y))} k_{\alpha}(x, y) f(y) \operatorname{sgn}(a(x)-a(y)) d \mu(y),
\end{aligned}
$$

since

$$
\left|\frac{e^{h(a(x)-a(y))}-1}{h}\right| \leq 2\|a\|_{\infty}+o(1) \text { as } h \rightarrow 0
$$

and since the integral defining $T_{2} f$, by (2.6), converges absolutely for a.e. $x$, if $|z|<\epsilon$, we get:

$$
\begin{equation*}
\frac{d}{d z} T_{z} f(x)=\int_{X \backslash\{x\}} e^{z(a(x)-a(y))}|a(x)-a(y)| k_{\alpha}(x, y) f(y) d \mu(y) \tag{2.7}
\end{equation*}
$$

for $|z|<\epsilon$.
Then by the Cauchy's integral formula we can write

$$
\begin{equation*}
\left.\frac{d}{d z} T_{z} f(x)\right|_{z=0}=\frac{1}{2 \pi i} \int_{|w|=\frac{\epsilon}{2}} \frac{T_{w} f(x)}{w^{2}} d w . \tag{2.8}
\end{equation*}
$$

But the left hand side of (2.8) is exactly $C_{a}^{\alpha} f(x)$, by (2.7), so we have:

$$
\begin{equation*}
\left\|C_{a}^{\alpha} f\right\|_{q} \leq\left. c(\epsilon) \cdot \sup | | w\right|^{\frac{\epsilon}{2}} \quad\left\|T_{u} f\right\|_{q} \leq(\text { by }(2.6)) \leq c\|f\|_{p} \tag{2.9}
\end{equation*}
$$

with $c=c\left(X, p, q, \epsilon,\|a\|_{*}\right)$.
Finally, note that the constant $c$ in (2.9) must actually be of the form: $c(X, p, q, \epsilon) \cdot\|a\| *$ To see this, observe that from (2.9) we have

$$
\begin{equation*}
\left\|C_{a}^{\alpha} f\right\|_{q} \leq c(X, p, q, \epsilon)\|f\|_{p} \tag{2.10}
\end{equation*}
$$

for every $a$ with $\|a\|_{*}=1$. But then, for every $a \in \mathcal{L}^{\infty}$, applying (2.10) to $\frac{a}{\|a\|_{*}}$ we get

$$
\left\|C_{a}^{\alpha} f\right\|_{q} \leq c(X, p, q, \epsilon)\|a\|_{*}\|f\|_{p} .
$$

This completes the proof of the claim.

## 3. WEIGHTED INEQUALITIES FOR FRACTIONAL INTEGRALS

In order to prove Theorem 1.4 we now need to prove the weighted inequality (2.2). This result is actually contained as a particular case in the following theorem by Sawyer-Wheeden (see [SW]):

Theorem 3.1. Suppose $1<p \leq q<\infty, k: X \times X \rightarrow \mathbb{R}^{+}$is a measurable function,

$$
K f(x)=\int_{X \backslash\{x\}} k(x, y) f(y) d \mu(y)
$$

For a suitable positive number $h \leq m$, define

$$
\begin{equation*}
\phi(B)=\sup \{k(z, y): z, y \in B, d(z, y) \geq h r\} \tag{3.1}
\end{equation*}
$$

for every ball $B$ of the kind

$$
\begin{equation*}
B_{r}(x) \text { with } r \in\left(r_{x}, \frac{R_{x}}{h}\right) \tag{3.2}
\end{equation*}
$$

Assume further:
(i) $\quad v$ and $w$ are two nonnegative measurable functions, such that for some $s>1, w^{s} d \mu$ and $v^{\left(1-p^{\prime}\right) s} d \mu$ are doubling measures and satisfy:

$$
\begin{equation*}
\phi(B) \mu(B)^{\frac{1}{q}+\frac{1}{p^{\prime}}}\left(f_{B} w^{s} d \mu\right)^{\frac{1}{q s}}\left(f_{B} v^{\left(1-p^{\prime}\right) s} d \mu\right)^{\frac{1}{\gamma^{s}}} \leq C_{s} \tag{3.3}
\end{equation*}
$$

for all balls satisfying (3.2), with $C_{s}$ independent of $B$.
(ii) There exists $\beta>0$ such that

$$
\begin{equation*}
\frac{\mu\left(B^{\prime}\right)}{\mu(B)} \leq c\left(\frac{\phi(B)}{\phi\left(B^{\prime}\right)}\right)\left(\frac{r\left(B^{\prime}\right)}{r(B)}\right)^{\beta} \tag{3.4}
\end{equation*}
$$

for all pairs of balls $B^{\prime} \subseteq B$ and $B^{\prime}, B$ satisfying (3.2).
Then:

$$
\|K f\|_{\mathcal{L}^{q}(w d \mu)} \leq c\|f\|_{\mathcal{L}^{p}(v d \mu)}
$$

where $c$ depends on all the constants appearing in the assumptions.
Observe that, by property (P) and Lemma 1.7 , if $h \leq m$, the set $\{(y, z) \in B \times B: d(z, y) \geq h r\}$ is nonempty, so $\phi(B)$ is well defined. The above statement is not exactly the one proved in [SW]. More precisely, they define $\phi(B)$ for any ball (not necessarily satisfying (3.2)) and require (3.3)-(3.4) to hold for any ball. On the other hand, to make sense of $\phi(B)$ they require $X$ to have no empty annuli, condition that implies in particular that $X$ is unbounded and has no atoms. We shall show, at the end of this section, that it is still possible to prove their theorem if the assumptions on $X$ are relaxed requiring only certain annuli to be nonempty (property (P)), if (3.3) and (3.4) hold only for balls satisfying (3.2).

In order to get the estimate (2.2), we will apply Thm. 3.1 to $k=k_{\alpha}$, with $p, q, \alpha$ as in Thm. 1.1, $w=b^{q}, v=b^{p}$ and $b$ as in (2.1). Therefore we need to check assumptions (3.3)-(3.4), and show that the constants depend on $a$ only through its $B M O$ seminorm.

In all the following lemmas, $X$ will be a homogeneous space satisfying ( P ).
Lemma 3.2. (Reverse Doubling Condition). There exist two constants $\delta(X)>0, K(X)>1$ such that

$$
\begin{equation*}
\mu\left(B_{K r}(x)\right) \geq(1+\delta) \cdot \mu\left(B_{r}(x)\right) \tag{3.5}
\end{equation*}
$$

for every $x \in X$ and $r \in\left(\frac{m}{2 c_{d}} r_{x}, \frac{m}{3 c_{d}^{2}} R_{x}\right)$. (Recall $m$ is the constant in property (P)).
Proof.
Let $r \in\left(\frac{m}{k} r_{x}, \frac{R_{x}}{K}\right)$ with $l<k<K$ to be determined. Condition (P) implies that

$$
\exists y \in X \text { such that } k r<d(x, y)<\frac{k r}{m}
$$

We will show that

$$
\begin{equation*}
\exists \bar{r}>0 \text { such that } B_{\bar{r}}(y) \subseteq B_{K_{r}}(x) \backslash B_{r}(x), \text { i.e.: } \tag{3.6}
\end{equation*}
$$

a) we want $B_{\bar{r}}(y) \subseteq B_{K r}(x)$. Let $w \in B_{\bar{r}}(y)$, then

$$
d(x, w) \leq c_{d}(d(x, y)+d(y, w))<c_{d}\left(\frac{k}{m} r+\bar{r}\right)
$$

then $w \in B_{K r}(x)$ if $c_{d}\left(\frac{k}{m} r+\bar{r}\right) \leq K r$, i.e. $\bar{r} \leq\left(\frac{K}{c_{d}}-\frac{k}{m}\right) r$, which implies $K>\frac{c_{d}}{m} k$;
b) we also want $B_{\bar{r}}(y) \cap B_{r}(x)=\emptyset$. Let again $w \in B_{\bar{r}}(y)$, then

$$
k r<d(x, y) \leq c_{d}(d(x, w)+d(w, y))<c_{d}(d(x, w)+\bar{r})
$$

Therefore $d(x, w)>\frac{k r}{c_{d}}-\bar{r}$, and $w \notin B_{r}(x)$ if $\frac{k r}{c_{d}}-\bar{r} \geq r$, that is $\bar{r} \leq\left(\frac{k}{c_{d}}-1\right) r$, which implies $\frac{k}{c_{d}}-1>0$.
By (a) and (b), if we choose $k=2 c_{d}$ and $K=\frac{3 c_{d}^{2}}{m}$, (3.6) holds for $\bar{r}=r$. Moreover, reasoning as in ( $a$ ), we find that $B_{K r}(y) \supseteq B_{r}(x)$. Therefore:

$$
\begin{gathered}
\mu\left(B_{K r}(x)\right) \geq \mu\left(B_{r}(x)\right)+\mu\left(B_{r}(y)\right) \geq \text { (by doubling) } \\
\geq \mu\left(B_{r}(x)\right)+c\left(c_{d}, c_{\mu}, m\right) \cdot \mu\left(B_{K r}(y)\right) \geq(l+\delta) \cdot\left(B_{r}(x)\right) .
\end{gathered}
$$

Lemma 3.3. For every $\eta \in(0,1)$ there exist two positive constants $c, \gamma$ depending on $X$ and $\eta$ such that for every $x \in X$

$$
\begin{equation*}
\frac{\mu\left(B_{R}(x)\right)}{\mu\left(B_{r}(x)\right)} \geq c\left(\frac{R}{r}\right)^{\gamma} \tag{3.7}
\end{equation*}
$$

if $\eta r_{x} \leq r \leq R \leq \frac{1}{\eta} R_{x}$.
Proof. By Lemma 3.2, (3.5) holds in particular for $r \in\left(r_{x}, \frac{R_{x}}{c}\right)$, where $c$ is a suitable constant $>1$. Let $K$ be as in (3.5), fix $R, r$ as above and choose an integer $n$ such that $K^{n} r<R \leq K^{n+1} r$. Then from (3.5) we obtain that, for $r \in\left(r_{x}, \frac{R_{x}}{c K^{n-1}}\right)$

$$
\mu\left(B_{R}(x)\right) \geq \mu\left(B_{K^{n_{r}}}(x)\right) \geq(1+\delta)^{n} \mu\left(B_{r}(x)\right)
$$

Since $\log _{K}\left(\frac{R}{r K}\right) \leq n$,

$$
(1+\delta)^{n} \geq(1+\delta)^{\log _{K}\left(\frac{R}{r K}\right)}=\left(\frac{R}{r K}\right)^{\log _{K}(1+\delta)}=c\left(\frac{R}{r}\right)^{\gamma}
$$

So (3.7) is proved for $r>r_{x}$ and $R \leq K^{n+1} r \leq \frac{K^{2} R_{x}}{c}$, that is for $r_{x} \leq r \leq R \leq c_{1} R_{x}$, where $c_{1}$ can be assumed $<1$.

Now take $r_{x} \leq r \leq R$ with $c_{1} R_{x} \leq R \leq \frac{R_{x}}{\eta}$. Then if $r<c_{1} \eta R$, by the above proof:

$$
\frac{\mu\left(B_{R}(x)\right)}{\mu\left(B_{r}(x)\right)} \geq \frac{\mu\left(B_{c_{11} F}(x)\right)}{\mu\left(B_{r}(x)\right)} \geq c \cdot\left(\frac{c_{1} \eta R}{r}\right)^{\beta}=c(\eta) \cdot\left(\frac{R}{r}\right)^{\beta} .
$$

If $c_{1} \eta R \leq r \leq R$, then $\mu\left(B_{R}(x)\right)$ and $\mu\left(B_{r}(x)\right)$ are equivalent, by the doubling condition; therefore (3.5) is proved for $r_{x} \leq r \leq R \leq \frac{R_{x}}{\eta}$. Analogously we can prove the same for $\eta r_{x} \leq r \leq R \leq \frac{1}{\eta} R_{x}$.

Lemma 3.4. There exist two positive constants $c_{1}, c_{2}$ depending on $X$ such that if $\phi$ is as in (3.1) and $B=B_{r}(x)$ is any ball as in (3.2)

$$
c_{1} \mu(B)^{\alpha-1} \leq \phi(B) \leq c_{2} \mu(B)^{\alpha-1}
$$

Proof. Let $(y, z) \in B \times B$ such that $d(z, y) \geq h r$. By triangle inequalities we can write

$$
B(y, d(y, z)) \subseteq B\left(y, 2 c_{d} r\right) \subseteq B\left(x, c_{d}\left(1+2 c_{d}\right) r\right)
$$

Then by doubling

$$
\mu(B(y, d(y, z))) \leq c\left(c_{d,}, c_{\mu}\right) \cdot \mu(B(x, r))
$$

and

$$
k_{\alpha}(y, z) \geq c \cdot \mu(B)^{\alpha-1}
$$

so that

$$
\phi(B) \geq c_{1} \cdot \mu(B)^{\alpha-1}
$$

Conversely, since $d(z, y) \geq h r$ and, again by triangle inequalities and doubling,

$$
\inf _{y \in B_{r}(x)} \mu(B(y, h r)) \geq c\left(c_{d}, c_{\mu}\right) \cdot \mu(B(x, r))
$$

we have

$$
\mu(B(y, d(y, z))) \geq c \mu(B)
$$

and therefore

$$
\phi(B) \leq c_{2} \cdot \mu(B)^{\alpha-1}
$$

Theorem 3.5. Conditions (3.3)-(3.4) in Thm. 3.1 hold under the assumptions of Thm. 1.4.
Proof. First, we need to bound the quantity at the left hand side of (3.3). Note that for $\frac{1}{q}=\frac{1}{p}-\alpha$, by Lemma 3.4:

$$
\begin{equation*}
\phi(B) \mu(B)^{\frac{1}{q}+\frac{1}{p}} \leq c \tag{3.8}
\end{equation*}
$$

Recall that $w=b^{q}, v=b^{p}, b(x)=\exp (\operatorname{Rez} \cdot a(x))$ with $a \in \mathcal{L}^{\infty}, z \in \mathbb{C}$.
By the John-Nirenberg Lemma, for every $p \in(1, \infty)$ there exists $\epsilon=\epsilon(p,\|a\| *)$ such that $\exp (\epsilon$ $a(x)) \in A_{p}$, with $A_{p}$ constant bounded by $c\left(p,\|a\|_{*}\right)$. Therefore for every $p \in(1, \infty), \beta>0$, there exists
$\epsilon=\epsilon\left(p, \beta,\|a\|_{*}\right)$ such that for any $z \in \mathbb{C}$ with $|z|<\epsilon, b^{\beta} \in A_{p} \quad$ with $A_{p}$ constant bounded by $c=c\left(p, \beta,\|a\|_{*}\right)$.

Let $u \equiv w^{s}=b^{s q}$. Then we can write

$$
v^{\left(1-p^{\prime}\right) s}=b^{p\left(1-p^{\prime}\right) s}=u^{\frac{p\left(1-p^{\prime}\right)}{q}}=u^{-\frac{1}{t-1}}
$$

with $t=\frac{q}{p^{\prime}}+1$. Therefore

$$
\begin{equation*}
\left(f_{B} w^{s} d \mu\right)^{\frac{1}{q s}}\left(f_{B} \nu^{\left(1-p^{\prime}\right) s} d \mu\right)^{\frac{1}{\gamma^{s}}}=\left(\left(f_{B} u d \mu\right)\left(f_{B} u^{-\frac{1}{t-1}} d \mu\right)^{t-1}\right)^{\frac{1}{q s}} \leq c \tag{3.9}
\end{equation*}
$$

with $c$ depending on $q, s$ and the $A_{t}$ constant of $u$, that is of $b^{s q}$. By the above remark, there exists $\epsilon=\epsilon\left(p, q,\|a\|_{*}\right)$ such that for $|z|<\epsilon$ (3.9) holds, with $c=c\left(p, q,\|a\|_{*}\right)$. Then (3.3) follows from this fact and (3.8).

As to (3.4), in view of Lemma 3.4 it is enough to prove

$$
\frac{\mu\left(B^{\prime}\right)}{\mu(B)} \leq c \cdot\left(\frac{r\left(B^{\prime}\right)}{r(B)}\right)^{\beta}
$$

for some $\beta>0$, and $B=B\left(x_{0}, r_{0}\right), B^{\prime}=B\left(x_{1}, r_{1}\right) \subseteq B$. By the triangle inequality and doubling:

$$
\mu\left(B\left(x_{1}, r_{0}\right)\right) \leq c\left(c_{d}, c_{\mu}\right) \mu\left(B\left(x_{0}, r_{0}\right)\right)
$$

Then by Lemma 3.3, for $r_{1}>r_{x_{1}}, r_{0}<\frac{R_{x_{1}}}{\eta}$

$$
\begin{equation*}
\frac{\mu\left(B^{\prime}\right)}{\mu(B)} \leq c \cdot \frac{\mu\left(B^{\prime}\right)}{\mu\left(B\left(x_{1}, r_{0}\right)\right)} \leq c \cdot\left(\frac{r_{1}}{r_{0}}\right)^{\beta} \tag{3.10}
\end{equation*}
$$

Note that by (3.2) and Lemma 1.6, $r_{0}<\frac{R_{x_{0}}}{h}<\frac{R_{x_{1}}}{\eta}$, for $\eta$ small enough (independent of $x_{0}, x_{1}$ ), and this proves (3.4) under our assumptions.

Finally we need to show that Sawyer-Wheeden's proof can be adapted to hold in the hypotheses of Theorem 3.1. In [SW], they construct a family of "dyadic balls", taking for each $k \in \mathbb{Z}\left\{\hat{B}_{j}^{k}\right\}_{j}$ to be a sequence of balls of radius $\lambda^{k-1}$, maximal with respect to the property that $\hat{B}_{j}^{k} \cap \hat{B}_{i}^{k}=\emptyset$ for $i \neq j$, where $\lambda=c_{d}+2 c_{d}^{2}$. If $X$ is bounded (case implicitely excluded in [SW]) we need to modify slightly this construction. Recalling that, by Lemma 1.6, if $X$ is bounded there exists a constant $K$ such that $R_{x} \leq K$ for every $x \in X$, let $k_{0} \in \mathbb{Z}$ be such that $\lambda^{k_{0}-1} \leq K<\lambda^{k_{0}}$. Then for every $k \geq k_{0}$ and every $j, B_{j}^{k}=B\left(x_{j}^{k}\right.$, $\left.\lambda^{k}\right)=X$. Define dyadic balls setting $B_{j}^{k}=B_{j}^{k_{0}}$ for $k \geq k_{0}$, every $j$; these balls have the same properties as those of [SW], therefore we can say that for, every dyadic ball $B(x, r)$,

$$
\begin{equation*}
r<M \cdot R_{x} \tag{3.11}
\end{equation*}
$$

with $M$ independent of $x$ and $r$. We now choose the number $h$ appearing in Thm. 3.1 (see (3.2)) as

$$
\begin{equation*}
h=\min \left(m, c_{d}^{2} / 4,1 / M\right) \tag{3.12}
\end{equation*}
$$

By Lemma 1.7, Lemmas 3.2-3.4 and Theorem 3.5 still hold if $m$ is replaced by $h$. The condition $h \leq c_{d}^{2} / 4$ is required by the proof in [SW], and the condition $h \leq m$ is required to make sense of the function $\phi$ in (3.2). Moreover in [SW]'s proof the dyadic balls that need to satisfy (3.3)-(3.4) are only those with $r<\frac{R_{x}}{h}$.

With this remark, the proof of Theorem 1.4 is completed.

## APPENDIX. Some examples

## Example A.1. A bounded space, with atoms, satisfying condition ( $P$ ).

Let $X \subset \mathbb{R}^{n}, X=\{0\} \cup\{x:|x|=1\}$; put in $X$ the euclidean distance and the following measure $\mu$ : $\mu$ is the usual surface measure on $\{|x|=1\}$ and $\mu\{0\}=1$. Then $\mu$ is doubling, so that $(X, d, \mu)$ is a homogeneous space. Note that for $|x|=1, r_{x}=0$ and $R_{x}=2$; for $x=0, r_{0}=R_{0}=1$. In this case (P) holds for any $m \in(0,1)$.

## Example A.2. A homogeneous space such that (P) and (RD) do not hold.

In other words, we show that the doubling condition does not imply the reverse doubling condition.
In $\mathbb{R}^{n}$, let $C_{k}(k=1,2, \ldots)$ be the point $\left(k^{k}+\frac{1}{2}, 0, \ldots, 0\right)$, $B_{k}$ the ball $B_{1 / 2}\left(C_{k}\right)$ for $k \geq 2$, $B_{1}=B_{1 / 2}(0)$. Let $X=\bigcup_{k=1}^{\infty} B_{k}$ with the euclidean distance $d$ and the measure $\mu$ such that $\mu\left(B_{k}\right)=2^{k}$ and, on each ball $B_{k}, \mu$ is uniformly distributed.
Claim 1. $\mu$ does not satisfy the (RD) condition. To see this, observe that the annuli $\left\{b_{k}<|x|<a_{k+1}\right\}$, with $a_{k}=k^{k}, b_{k}=k^{k}+1$, are empty, and $\frac{a_{k+1}}{b_{k}}=\frac{(k+1)^{k+1}}{k^{k}+1} \rightarrow \infty$. Therefore for every $M>0$ there exists $k_{0}$ such that $a_{k_{0}+1} \geq M b_{k_{0}}$ and therefore $B_{M b_{k_{0}}}(0)=B_{b_{k_{0}}}(0)$.
Claim 2. $\mu$ satisfies the doubling condition. Let $B_{r}=B_{r}(P)$, with $P=\left(p_{1}, \ldots, p_{n}\right)$.
Case 1. Assume for some $k, B_{k} \subseteq B_{r}$ and let $k_{0}=\max \left\{k \mid B_{k} \subseteq B_{r}\right\}$. Then certainly

$$
p_{1}+r \leq b_{k_{0}+1}=\left(k_{0}+1\right)^{k_{0}+1}+1 \quad \text { and } \quad \mu\left(B_{r}\right) \geq 2^{k_{0}} .
$$

But then

$$
p_{1}+2 r \leq 2\left(\left(k_{0}+1\right)^{k_{0}+1}+1\right) \leq\left(k_{0}+2\right)^{k_{0}+2}=a_{k_{0}+2}
$$

Therefore $B_{2 r} \subseteq B_{a_{k_{0}+2}}(0) \equiv B_{0}$. But $\mu\left(B_{0}\right)=\sum_{k=0}^{k_{0}+1} 2^{k} \leq 2^{k_{0}+2} \leq 4 \mu\left(B_{r}\right)$, therefore the doubling condition holds with $c_{\mu}=4$.

Case 2. If for all $k, B_{k} \nsubseteq B_{r}$, then $r<1$ so that $B_{r}$ and $B_{2 r}$ intersect only one ball $B_{k}$. Then the doubling condition holds.

ACKNOWLEDGEMENTS. This research was carried out while the authors were visiting the University of Minnesota. We wish to thank Prof. E. B. Fabes for his kind invitation and for some helpful discussions on the subject of this paper.

## References

[BC] M. Bramanti-M. C. Cerutti: Commutators of singular integrals on homogeneous spaces. Preprint.
[Bu] N. Burger: Espace des fonctions à variation moyenne bornée sur un espace de nature homogène. C. R. Acad. Sc. Paris, t. 286 (1978), 139-142.
[Cha] S. Chanillo: A note on Commutators. Indiana Univ. Math. Jour., vol. 31, n. 1 (1982), 7-16.
[CRW] R. Coifman-R. Rochberg-G. Weiss: Factorization theorems for Hardy spaces in several variables. Annals of Math., 103 (1976) 611-635.
[CW1] R. Coifman-G. Weiss: Analyse Harmonique Non-Commutative sur Certains Espaces Homogènes. Lecture Notes in Mathematics, n. 242. Springer-Verlag, Berlin-Heidelberg-New York (1971).
[GR] J. Garcia-Cuerva- J. L. Rubio de Francia: Weighted norm inequalities and related topics. NorthHolland, Mathematics Studies, 116. Amsterdam-New York-Oxford, 1985.
[GV1] A. E. Gatto-S. Vági: Fractional Integrals on Spaces of Homogeneous Type. Analysis and Partial Differential Equations, ed. by Cora Sadosky. Lecture Notes in Pure and Applied Math., vol 122, (1990), 171-216.
[GV2] A. E. Gatto-S. Vági: On molecules and fractional integrals on spaces of homogeneous type with finite measure. Studia Math. 103 (1) (1992), 25-39.
[JN] F. John-L. Nirenberg: On functions of bounded mean oscillation. Comm. Pure Appl. Math., 14 (1961), 175-188.
[MS] R. A. Macias-C. Segovia: Lipschitz Functions on Spaces of Homogeneous Type. Adv. in Math., (1979), 257-270.
[St] E. M. Stein: Singular Integrals and Differentiability Properties of Functions. Princeton University Press. Princeton, New Jersey, 1970.
[SW] E. Sawyer-R. L. Wheeden: Weighted Inequalities for Fractional Integrals on Euclidean and Homogeneous Spaces. To appear.

Remark 3.2. Observe that, by property ( P ) and Lemma 1.7, if $h \leq m$, the set $\{(y, z) \in B \times B: d(z, y) \geq h r\}$ is nonempty, so $\phi(B)$ is well defined. The above statement is not exactly the one proved in [SW]. More precisely, they define $\phi(B)$ for any ball (not necessarily satisfying (3.2)) and require (3.3)-(3.4) to hold for any ball. On the other hand, to make sense of $\phi(B)$ they require $X$ to have no empty annuli, condition that implies in particular that $X$ is unbounded and has no atoms. We shall show, at the end of this section, that it is still possible to prove their theorem if the assumptions on $X$ are relaxed requiring only certain annuli to be nonempty (property (P)), if (3.3) and (3.4) hold only for balls satisfying (3.2).

We have now to justify the statement of Theorem 3.1 (see Remark 3.2). To do this, we recall some facts from the proof of this result in [SW]. They construct a family of "dyadic balls", at the following way. Set $\lambda=c_{d}+2 c_{d}^{2}$. For each $k \in \mathbb{Z}$, let $\left\{\hat{B}_{j}^{k}\right\}_{j}$ be a sequence of balls of radius $\lambda^{k-1}$, maximal with respect to the property that $\hat{B}_{j}^{k} \cap \hat{B}_{i}^{k}=\emptyset$ for $i \neq j$. Set $B_{j}^{k}=B\left(x_{j}^{k}, \lambda^{k}\right)$, where $x_{j}^{k}$ is the centre of $\hat{B}_{j}^{k}$. The balls $B_{j}^{k}$ will be called "dyadic balls". They prove that:
i) every ball of radius $\lambda^{k-1}$ is contained in at least one of the balls $B_{j}^{k}$.
ii) $\quad \sum_{j} \chi_{B_{j}^{k}} \leq M$ for all $k \in \mathbb{Z}$, where $M$ is a constant depending only on $c_{d}, c_{\mu}$.
iii) $\quad \hat{B}_{j}^{k} \cap \hat{B}_{i}^{k}=\emptyset$ for $i \neq j, k \in \mathbb{Z}$.

If $X$ is bounded (this case is implicitely excluded in [SW], as we noted in Remark 3.2) we need to modify slightly the previous construction. First we need the following

By the above Remark, if $X$ is bounded there exists a constant $K$ such that $R_{x} \leq K$ for every $x \in X$. Let $k_{0} \in \mathbb{Z}$ such that $\lambda^{k_{0}-1} \leq K<\lambda^{k_{0}}$. Then for every $k \geq k_{0}$ and every $j, B_{j}^{k}=B\left(x_{j}^{k}, \lambda^{k}\right)=X$. Note that properties (i)-(ii)-(iiii) still hold if we change the previous definition of dyadic balls setting $B_{j}^{k}=B_{j}^{k_{0}}$ for $k \geq k_{0}$, every $j$. So we can say that for, every dyadic ball $B(x, r)$,

$$
\begin{equation*}
r<M \cdot R_{x} \tag{3.11}
\end{equation*}
$$

with $M$ independent of $x$ and $r$. We now fix the number $h$ appearing in Thm. 3.1 (see (3.2)) at the following way:

$$
\begin{equation*}
h=\min \left(m, c_{d}^{2} / 4,1 / M\right) \tag{3.12}
\end{equation*}
$$

By Lemma 1.7, Lemmas 3.2-3.4 and Theorem 3.5 still hold if $m$ is replaced by $h$. The condition $h \leq c_{d}^{2} / 4$ is required by the proof in [SW]; recall also that the condition $h \leq m$ is required to make sense of the function $\phi$ in (3.2). Reading carefully the proof in [SW], one can see that they only apply assumptions (3.3)-(3.4) to particular balls, namely dyadic balls of the kind $B_{r}(x)$, with $r>r_{x}$. Moreover, by (3.11)-(3.12), $r<\frac{R_{x}}{h}$. So, in the statement of Thm. 3.1, we only need to assume (3.3)-(3.4) for balls satisfying (3.1). Therefore the theorem holds exactly in the form in which we have stated it.

With this remark, the proof of Theorem 1.4 is completed.

